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ABSTRACT

In this dissertation, we study two special classes of Poisson structures of Lie
groups, namely multiplicative and affine Poisson structures.

A Lie group equipped with a multiplicative Poisson structure is called a
Poisson Lie group. Starting with a review of the basic properties of Poisson Lie
groups already known to Drinfel’d and Semenov-Tian-Shansky, we develop the
theory of Poisson actions by Poisson Lie groups and their momentum mappings.
We show how to carry out the usual Marsden-Weinstein symplectic reduction
in this general setting. A construction of symplectic groupoids for Poisson Lie
groups is given.

Affine Poisson structures are more general then multiplicative ones, but they
also have very simple properties. For example, it is already known to Dazord
and Sondaz that their symplectic leaves are orbits of the “dressing actions”. We
show that the dressing actions are Poisson actions; their Poisson cohomology
can be realized as Lie algebra cohomology of their dual Lie algebras, and their
symplectic groupoids can be constructed in a systematical way. On the other
hand, affine Poisson structures on a given Lie group G define an equivalence
relation between multiplicative Poisson structures on G. They also serve as the
target Poisson structures for (not necessarily equivariant) momentum mappings.
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Chapter 1

Introduction

1.1 Introduction

A Poisson manifold is a manifold P with a bivector field π such that the formula
{f, g} = π(df, dg) defines a Lie bracket on the algebra of smooth functions on
P . Poisson manifolds provide settings for Hamiltonian mechanics. In particular,
a symplectic manifold is a Poisson manifold. A Poisson Lie group is a group
object in the category of Poisson manifolds, and a Poisson action by a Poisson
Lie group is an action object in the same category. More precisely, a Poisson Lie
group is a Lie group with a Poisson structure such that its group multiplication
is a Poisson morphism.

The notion of Poisson Lie groups was first introduced by Drinfel’d [Dr1] and
Semenov-Tian-Shansky [STS2]. There are two main motivations for studying
Poisson Lie groups. In statistical mechanics and quantum field theory, a ba-
sic equation is the Quantum Yang-Baxter Equation (QYBE). A solution of the
QYBE defines a “quantum group” in the sense of Faddeev and Drinfel’d [Dr2],
which, by definition, is simply a Hopf algebra. Taking formally the “classical
limit” of a quantum group, one gets a Poisson Lie group. Therefore Poisson
Lie groups are good candidates for Poisson manifolds that survive “quantiza-
tion”. Another motivation for studying Poisson Lie groups is to understand
the Hamiltonian structures of the groups of dressing transformations of certain
integrable systems such as the KdV equations. For such systems, the dressing
transformation groups play the role of the “hidden symmetry groups”. Accord-
ing to [STS2], the dressing transformation group does not in general preserve
the Poisson structure on the phase space. On the other hand, it carries a natural
Poisson structure that is defined by the Riemann-Hilbert problem entering the
definition of the dressing transformations. It turns out that [STS2] this Poisson
structure makes the dressing transformation group into a Poisson Lie group,
and the dressing action defines a Poisson action.

Our interests lie in the pure Poisson geometry of Poisson Lie groups. We
will answer some basic questions about general Poisson manifolds in the case
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2 CHAPTER 1. INTRODUCTION

of Poisson Lie groups. Among them are the description of their symplectic
leaves, their Poisson cohomologies, their symplectic groupoids and momentum
mappings and reductions for Poisson actions.

An affine Poisson space is an affine object in the category of Poisson mani-
folds [We7]. Any Lie group G can be regarded as an affine space with the set
of parallelograms given by ∆ = {(x, y, z, yx−1z) : x, y, z ∈ G}. Suppose that G
has a Poisson structure π, so it becomes an object in the category of Poisson
manifolds. We say that π is affine if the map (G × G × G, (−π) ⊕ π ⊕ π) :
(x, y, z) 7→ yx−1z is a Poisson map.

Affine Poisson structures on Poisson Lie groups were first studied in [Da-So].
They form an interesting class of Poisson structures on its own. It includes
Poisson Lie group structures, left or right invariant Poisson structures and their
linear combinations. We will show that such Poisson structures have simple
properties. For example, their symplectic leaves are orbits of “dressing actions”;
their Poisson cohomologies can be realized as Lie algebra cohomologies of their
dual Lie algebras; their symplectic groupoids can be constructed in a system-
atical way. On the other hand, affine Poisson structures on a given Lie group
G define an equivalence relation between Lie bialgebra structures over the Lie
algebra g of G. Affine Poisson structures on Lie groups also serve as the target
Poisson structures for a (not necessarily equivariant) momentum mapping.

In the first chapter we review some facts from symplectic and Poisson ge-
ometry. In the second chapter we review basic properties of Poisson Lie groups.
Most results in this chapter are already known in [Dr1] and [STS2], but some
of them are stated there without proofs. The third chapter studies Poisson
actions by Poisson Lie groups. We give a Maurer-Cartan type criterion for
tangential actions to be Poisson and define the notion of momentum mappings
for such actions. We show that every Poisson action on a simply connected
symplectic manifold has a momentum mapping, and that for Poisson actions on
symplectic manifolds with momentum mappings, the Marsden-Weinstein sym-
plectic reduction can always be carried out. In the fourth chapter, we show that
every connected Poisson Lie group has a global symplectic groupoid. Results
in Section 4.2 have been announced in [Lu-We2]. The last chapter deals with
affine Poisson structures on Lie groups. We show that affine Poisson structures
give rise to an equivalence relation among multiplicative Poisson structures.
By using the semi-direct Poisson structures constructed in Section 3.4 and the
transformation groupoid structures defined by the dressing actions, we give a
construction of symplectic groupoids for affine Poisson structures.

1.2 Preliminaries on symplectic and Poisson ge-
ometry

We give a quick review of some facts from symplectic and Poisson geometry.
For a more detailed exposition, see [We5] [Ab-Ma].

A symplectic manifold M is a differentiable manifold (of even dimension)
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with a non-degenerate closed 2-form ω. Regard ω as a bundle map TM → T ∗M .
It is invertible, so its inverse converts a 1-form into a vector field on M . For a
real-valued smooth function f on M , the vector field Xf corresponding to df
is called the Hamiltonian vector field of f . It is defined by iXf

ω = df, where i
denotes the interior product of vector fields and differential forms. The bracket
{f, g} of two functions f and g is defined by {f, g} = Xgf , and it satisfies the
Jacobi identity.

The most fundamental symplectic manifold is R2n with coordinates qi, pi, i =
1, ..., n and the symplectic 2-form ω =

∑n
i=1 dqi ∧ dpi. The Hamiltonian vector

field of f ∈ C∞(Rn) is given by Xf =
∑n

i=1(
∂f
∂pi

∂
∂qi

− ∂f
∂qi

∂
∂pi

), which gives the
basic differential equation in Hamiltonian mechanics.

Obvious symmetries of a symplectic manifold (M, ω) are of course given by
Lie group actions on M leaving ω invariant. Let σ : G × M → M be such
an action, and let H be the function on M whose Hamiltonian vector field
defines the dynamical system that we are interested in. Assume that H is
G-invariant and that the orbit space G\M is a smooth manifold. Regarding
H as a function on G\M , it is natural to ask whether it defines a dynamical
system on the (smaller) orbit space G\M . This is indeed true, because the
algebra C∞(G\M), considered as the subalgebra of G-invariant functions on
M , is closed under the Poisson bracket in C∞(M). The resulting structure on
G\M is a so-called Poisson structure.

A Poisson structure on a manifold P is a Lie bracket { , } on C∞(P ), called
the Poisson bracket, such that the following Leibniz rule holds: {φ1φ2, φ3} =
φ1{φ2, φ3}+φ2{φ1, φ3}. The Leibniz rule implies that the Poisson bracket { , }
is a derivation in each argument. Therefore there exists a bivector field π on
P , i.e., a smooth section of Λ2TP , such that {φ1, φ2} = π(dφ1, dφ2). The
Jacobi identity for { , } then corresponds to [π, π] = 0, where [π, π] denotes the
Schouten bracket of π with itself.

Here we recall [Ku] that the Schouten bracket on the algebra Ω∗(P ) of multi-
vector fields on P (i.e., sections of ⊕m

k=0Λ
kTP, m = dim M) is the unique oper-

ation [ , ] : Ω∗(P )× Ω∗(P ) → Ω∗(P ) satisfying the following three properties:
1) it is a biderivation of degree −1, i.e., it is bilinear, and deg[A,B] =

deg A + deg B − 1, and for A, B,C ∈ Ω∗(P ),

[A,B ∧ C] = [A,B] ∧ C + (−1)(a+1)bB ∧ [A,C],

where a = deg A, b = deg B and c = deg C;
2) it is determined on C∞(P ) and χ(P ) (the space of all one-vector fields)

by
a) [f, g] = 0, ∀f, g ∈ C∞(P ),
b) [X, f ] = Xf, ∀f ∈ C∞(P ), X ∈ χ(P ),
c) [X, Y ] is the usual Lie bracket for vector fields X, Y ∈ χ(P );

3) [A,B] = (−1)ab[B, A].
In addition, the Schouten bracket satisfies the graded Jacobi identity:

(−1)ac[[A,B], C] + (−1)ba[[B, C], A] + (−1)cb[[C, A], B] = 0.
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Finally, for a form α of degree a + b− 1, we have

(1.1) i[A,B]α = (−1)a+1iAdiBα− (−1)(a+1)biBdiAα− (−1)(a+1)(b+1)iBiAdα.

The Poisson bivector field π on a Poisson manifold P can also be regarded
as a bundle map π# : T ∗P → TP : (α, π#β) = π(α, β) (notice the sign con-
vention here). For a smooth function f on P , the vector field Xf = π#(df) is
called the Hamiltonian vector field of f . When π is of maximal rank (P is then
necessarily even dimensional), the bundle map (π#)−1 defines a closed 2-form ω
on P by iXω = (π#)−1X for X ∈ χ(P ), and P becomes a symplectic manifold.
In general, π may have varying (but necessarily even) ranks. The image of π#

defines an involutive distribution on P . Each integral submanifold of this distri-
bution naturally inherits a symplectic structure. They are called the symplectic
leaves of the Poisson manifold P . A submanifold P1 ⊂ P is called a Poisson
submanifold of P if the space I(P1) = {f ∈ C∞(P ) : f |P1 = 0} is an ideal of
C∞(P ) with respect to the Poisson bracket on C∞(P ). If I(P1) is a subalgebra
of C∞(P ), P1 is called a coisotropic submanifold of P .

Example 1.1. Every symplectic manifold is a Poisson manifold. If a Lie group
G acts on a Poisson manifold P preserving the Poisson structure, and if the orbit
space G\P is a smooth manifold, then there exists a unique Poisson structure
on G\P such that the natural projection P → G\P is a Poisson map.

Example 1.2. Let g be any Lie algebra, and let g∗ be the dual space of g.
Then there is a unique Poisson structure on g∗ such that the Poisson bracket
on the space of linear functions on g∗ is the original Lie bracket on g. It is
usually called the Lie-Poisson or the linear Poisson structure on g∗: the Poisson
bivector field for this Poisson structure is the linear π : g∗ → g∗ ∧ g∗ which is
dual to the Lie bracket map on g. For two smooth functions φ and ϕ on g∗,
their Poisson bracket is given by {φ, ϕ}(µ) = µ([dφ(µ), dϕ(µ)]), where µ ∈ g∗

and dφ(µ), dϕ(µ) ∈ g. Symplectic leaves of this Poisson structure are exactly
the coadjoint orbits in g∗.

If a Poisson structure π has rank zero at a point x0 ∈ P , i.e., if π(x0) = 0,
then we can take the derivative of π at x0. It is defined to be the map deπ :
Tx0P → Λ2Tx0P given by X 7→ LX̄π(x0), where X ∈ Tx0P, X̄ can be any
vector field on P with X̄(x0) = X and LX̄π denotes the Lie derivative of π in
the direction of X̄. The dual map of dx0π defines a skew-symmetric operation on
the cotangent space T ∗x0

P . Since π is a Poisson structure, this skew-symmetric
operation actually satisfies the Jacobi identity, therefore defines a Lie algebra
structure on T ∗x0

P . It in turn defines a Lie-Poisson structure on the tangent
space Tx0P , called the linearization of π at x0 [We1].

Another important notion is that of a momentum mapping. Let σ : G×P →
P be an action of a Lie group G on a Poisson manifold P leaving the Poisson
structure π on P invariant. Let g → χ(P ) : X 7→ σX be the corresponding
infinitesimal action of g on P . The action is said to be Hamiltonian if there
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is a linear map g → C∞(P ) : X 7→ JX such that 1) π#(dJX) = σX, and
2) J[X,Y ] = {JX , JY }, where X, Y ∈ g. In this case, the map J : P → g∗ :
(J(m), X) = JX(m), m ∈ P, X ∈ g is called a momentum mapping of the action
σ.

We now recall the notion of symplectic groupoids, which has been recently
introduced into symplectic and Poisson geometry [Ka] [We3] [We4] [Ct-D-W] to
study nonlinear Poisson brackets, analogous to the use of Lie groups in studying
linear Poisson brackets. A full exposition of the theory of Lie groupoids and Lie
algebroids is given in [Mcz1].

A groupoid over a set Γ0 is a set Γ, together with
(1) surjections α, β : Γ −→ Γ0 (called the source and target maps respec-

tively);
(2) m : Γ2 −→ Γ (called the multiplication), where Γ2 := {(x, y) ∈ Γ ×

Γ|β(x) = α(y)}; each pair (x, y) in Γ2 is said to be “composable”;
3) an injection ε : Γ0 −→ Γ (identities);
(4) ι : Γ −→ Γ (inversion). These maps must satisfy
(1) associative law: m(m(x, y), z) = m(x,m(y, z)) (if one side is defined,

so is the other);
(2) identities: for each x ∈ Γ, (ε(α(x)), x) ∈ Γ2, (x, ε(β(x))) ∈ Γ2 and

m(ι(x), x) = ε(β(x))) = x;
(3) inverses: for each x ∈ Γ, (x, ι(x)) ∈ Γ2, (ι(x), x) ∈ Γ2,m(x, ι(x)) =

ε(α(x)), and m(ι(x), x) = ε(β(x)).
A Lie groupoid (or differential groupoid) Γ over a manifold Γ0 is a groupoid

with a differential structure such that (1) α and β are differentiable submer-
sions (this implies that Γ2 is a submanifold of Γ × Γ), and (2) m, ε and ι are
differentiable maps.

A Lie algebroid over a smooth manifold P is a vector bundle E over P
together with 1) a Lie algebra structure on the space Sect(E) of smooth sections
of E and 2) a bundle map ρ : E → TP (called the anchor map of the Lie
algebroid) such that 1) ρ defines a Lie algebra homomorphism from Sect(E) to
the space χ(P ) of vector fields with the commutator Lie algebra structure and
2) for f ∈ C∞(P ), ω1, ω2 ∈ Sect(E) the following derivation law holds:

{fω1, ω2} = f{ω1, ω2} − (−ρ(ω2) · f)ω1.

Given a Lie groupoid Γ over Γ0, the normal bundle of Γ0 in Γ has a Lie
algebroid structure over Γ0 whose sections can be identified with left invariant
vector fields on Γ.

A Lie group is a special example of a Lie groupoid, and a Lie algebra is
a special example of a Lie algebroid. Another example is the transformation
groupoid and algebroid defined by an action σ of Lie group H on a manifold P
[Mcz1]. In such a case, take Γ = P ×H, Γ0 = P , the target and source maps
α, β : P ×H → P by

α : (x, h) 7−→ x, β : (x, h) 7−→ σ(x, h),
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and the multiplication map by

m : Γ2 = {((x, h), (σ(x, h), g)) : x ∈ P, h, g ∈ H} −→ Γ :
((x, h), (σ(x, h), g)) 7−→ (x, hg).

Then they define a Lie groupoid structure on P ×H over P . Its Lie algebroid
is the vector bundle P × h with the anchor map given by ρ : P × h → TP :
(x, ξ) 7→ ξP (x) and the Lie bracket on Sect(P × h) = C∞(P, h) given by

(1.2) {ξ, η} = [ξ, η]h + ρ(ξ)η − ρ(η)ξ,

where the first term on the right hand side denotes the pointwise bracket in h,
and the second term denotes the derivative of the h-valued function η in the
direction of the vector field ρ(ξ).

A Poisson structure π on a manifold P defines a Lie algebroid structure
on the cotangent bundle T ∗P over P . The Lie bracket on the space Ω1(P ) of
1-forms on P is given by

(1.3) {ω1, ω2} = dπ(ω1, ω2)− π#ω1 dω2 + π#ω2 dω1,

and the anchor map is just the bundle map −π#. If V is a vector field on P ,
then

(1.4) V {ω1, ω2} = (LV π)(ω1, ω2)− π#ω1 d(V ω2) + π#ω2 d(V ω1).

Given a Poisson manifold (P, π), we seek a Lie groupoid Γ which has T ∗P
as its Lie algebroid. Such a local Lie groupoid always exists by a theorem of
J. Pradines [Pr]. On the other hand, the tangent bundle TP of P also has a
(trivial) Lie algebroid structure over P . The two Lie algebroids TP and T ∗P
are compatible in a sense that generalizes the notion of Lie bialgebra. The
compatibility of these two Lie algebroids makes it possible that Γ have, at least
locally, a compatible symplectic structure, making it into a symplectic groupoid.

A Poisson groupoid is a Lie groupoid Γ together with a Poisson structure
which is compatible with the groupoid multiplication in the sense that the graph
of the multiplication is a coisotropic submanifold of Γ× Γ× (−Γ), where (−Γ)
denotes the manifold Γ with the opposite Poisson structure. A Poisson groupoid
becomes a symplectic groupoid if the Poisson structure is nondegenerate.

It turns out that the set Γ0 of identity elements in Γ has an induced Poisson
structure such that source and target maps are respectively Poisson and anti-
Poisson, and that the Lie algebroid of Γ is isomorphic to T ∗Γ0. We say that a
symplectic groupoid Γ is a symplectic groupoid of a given Poisson manifold P
if P is the set of identity elements of Γ and if the induced Poisson structure on
P coincides with the one given. Many examples of Poisson manifolds and their
symplectic groupoids are given in [Ct-D-W], but not every Poisson manifold has
a (global) symplectic groupoid.
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1.3 A useful lemma

In this section we prove a lemma that will be used several times in the later
sections. For another proof, see [Bo].

Lemma 1.3. Let G be a Lie group with Lie algebra g. Let α be a g-valued 1-
form on a connected and simply connected manifold P such that dα+[α, α] = 0.
Then for any x0 ∈ P and g0 ∈ G, there exists a unique smooth map φ : P → G
such that φ(x0) = g0 and α = φ∗θ, where θ is the left invariant Maurer-Cartan
1-form on G. Same is true if α satisfies dα− [α, α] = 0 and θ is replaced by the
right invariant Maurer-Cartan form on G.

Proof We first observe that a map φ : P → G satisfies α = φ∗θ if and only
if the graph Γφ ⊂ G×P of φ is an integral submanifold of the distribution H in
G×P defined by the kernel of the g-valued 1-form p∗1θ−p∗2α on G×P , where p1

and p2 are respectively the projections from G× P to G and P . Regard G× P
as the left trivial G-principal bundle over P . Then since H is G-invariant, it
actually defines a connection on G×P . It remains to show that this connection
is locally flat, for then since P is simply connected, a monodromy argument
would show that it must be globally flat, and therefore there is a unique integral
submanifold through each point in G× P which is a global cross section of p2.

Set θ̄ = p∗1θ and ᾱ = p∗2α. The connection 1-form for H is then given by

α̃(g, x) = Adg(θ̄ − ᾱ)(g, x).

which we denote by α̃ = Ad(θ̄ − ᾱ). One then calculates that

dα̃ = Ad([θ̄, θ̄ − ᾱ] + [θ̄ − ᾱ, θ̄] + dθ̄ − dᾱ).

Therefore the curvature of α̃ is given by

dα̃− [α̃, α̃] = Ad([θ̄, θ̄ − ᾱ] + [θ̄ − ᾱ, θ̄] + dθ̄ − dᾱ− [θ̄ − ᾱ, θ̄ − ᾱ])
= Ad(dθ̄ + [θ̄, θ̄]− dᾱ− [ᾱ, ᾱ])
= −Ad(dᾱ + [ᾱ, ᾱ]) = −Adp∗2(dα + [α, α]).

Hence α̃ is locally flat whenever dα + [α, α] = 0.
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Chapter 2

Poisson Lie groups

In this chapter, we review the basic properties of Poisson Lie groups. Most
results in this chapter are already known in [Dr1] [STS2] and [Lu-We1], but
we restate them here (some with new proofs) for completeness and for later
reference.

We first give the definitions of Poisson Lie groups and some examples. Then,
after studying the infinitesimal version of a Poisson Lie group, namely the notion
of Lie bialgebra, we describe a constructive way to integrate a Lie bialgebra back
to a Poisson Lie group by using the idea of double Lie algebras and double Lie
groups.

2.1 What is a Poisson Lie group?

The Poisson category is understood to be the category in which objects are
Poisson manifolds and morphisms are Poisson maps. In the Poisson world, a
group object is called a Poisson Lie group and an action by such a group object
is called a Poisson action.

Definition 2.1. A Lie group G is called a Poisson group if it is also a Poisson
manifold such that the multiplication map m : G × G → G is a Poisson map,
where G × G is equipped with the product Poisson structure. In this case we
say that the Poisson structure on G is multiplicative (or grouped).

In terms of the Poisson bivector field π, the Poisson structure is multiplica-
tive if and only if

(2.1) π(gh) = lgπ(h) + rhπ(g), ∀g, h ∈ G,

where lg and rh respectively denote the left and the right translations in G by g
and h, as well as their differential maps extended to multivector fields. Notice
that a nonzero multiplicative Poisson structure is in general neither left nor
right invariant. In fact the left or right translation by g ∈ G preserves π if and
only if π(g) = 0.

9
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Definition 2.2. A left action σ : G × P → P of a Poisson Lie group G on
a Poisson manifold P is called a Poisson action if σ is a Poisson map, where
the manifold G× P has the product Poisson structure. Similarly a right action
τ : P ×G → P is a Poisson action if τ is a Poisson map.

The left (resp. right) action of a Poisson Lie group G on itself by left (resp.
right) translations is a Poisson action. Given an action σ : G × P → P of G
on P , we set, for g ∈ G and p ∈ P , σg : P → P : p 7→ σ(g, p) := gp and
σp : G → P : g 7→ σ(g, p) := gp. We will use the same letters to denote their
differential maps extended to multivector fields. Then σ is a Poisson action if
and only if for any g ∈ G and p ∈ P ,

(2.2) πP(gp) = σgπP(p) + σpπG(g).

Notice that when G has the zero Poisson structure, a Poisson action on P is
just an action by Poisson automorphisms. But whenever G has a non-zero Pois-
son structure, a Poisson action by G does not necessarily preserve the Poisson
structure on P .

As we have mentioned in the introduction, the notions of Poisson Lie groups
and Poisson actions are motivated by the study of the Poisson nature of “dress-
ing transformations” for soliton equations [STS2]. The groups of dressing trans-
formations are generally regarded as the hidden symmetry groups for integrable
systems. According to [STS2], the dressing transformation group carries a nat-
ural Poisson structure that is defined by the Riemann-Hilbert problem entering
the definition of the dressing transformations. It turns out that [STS2] this
Poisson structure is multiplicative, and the dressing action defines a Poisson ac-
tion. Poisson Lie groups arising from such a situation are typically loop groups
or Kac-Moody groups. Our interests in this thesis, however, lie in the pure
Poisson geometry of finite dimensional Poisson Lie groups. We now give some
immediate examples. More examples will be given in the later sections.

Example 2.3. π = 0 is obviously multiplicative, so any Lie group G with
the trivial Poisson structure is a Poisson Lie group. The direct product of two
Poisson Lie groups is again a Poisson Lie group.

Example 2.4. If G is abelian, then π is multiplicative if and only if the map
πr : G → g ∧ g defined by g 7→ rg−1π(g) is a Lie group homomorphism from G
to the abelian group g∧g. Therefore every Lie-Poisson space g∗ is a Poisson Lie
group when considered as an abelian group, and these are all the multiplicative
Poisson structures on a vector space. Since there is no nontrivial continuous
homomorphism from the torus Tn to Rn ∧ Rn, the only multiplicative Poisson
structure on Tn is the trivial one.

Example 2.5. Consider the two dimensional group

G =
{(

a v
0 1

)
: a > 0, v ∈ R

}
.
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It has a global coordinate system (θ, v), where θ = ln a. It is shown in [Mi]
that every multiplicative Poisson structure on G is of the form {θ, v} = k1v +
k2(eθ − 1), where k1, k2 ∈ R can be any real numbers.

Example 2.6. Let G be any Lie group with Lie algebra g. The action of g∗ on
the cotangent bundle T ∗G by (ξ, (g, ηg)) 7→ (g, ηg + l∗gξ), ξ ∈ g∗, g ∈ G, ηg ∈
T ∗g G. It is a Poisson action.

The examples given above may look artificial. We now give a very important
class of Poisson Lie groups arising from the r-matrix formalism in the theory of
integrable systems [STS1] [STS2].

Let Λ ∈ g ∧ g be arbitrary. Define a bivector π on G by

π(g) = lgΛ− rgΛ g ∈ G.

π is easily seen to satisfy (2.1). We seek the condition for π to be Poisson. Set
Λr(g) = rgΛ and Λl(g) = lgΛ. Then π = Λr − Λl. The Schouten bracket of π
with itself (see Section 1.2) is given by [π, π] = [Λr,Λr] + [Λl, Λl]. Here we are
using the fact that the Schouten bracket of a left and a right invariant vector
field is zero. Furthermore, [Λr,Λr] is right invariant and [Λl,Λl] is left invariant,
and [Λr,Λr](e) = −[Λl, Λl](e). Denote [Λl, Λl](e) ∈ g ∧ g ∧ g by [Λ, Λ]. Then
π is Poisson if and only if [Λ, Λ] is AdG-invariant. From the definition of the
Schouten bracket, we get the explicit formula for [Λ, Λ] as

(2.3) [Λ, Λ](ξ ⊗ η ⊗ µ) = 2 < ξ, [Λη, Λµ] > + c.p.(ξ, η, µ),

where Λ also denotes the linear map from g∗ to g induced by Λ, i.e. Λ(ξ, η) = <
ξ, Λη > for ξ, η ∈ g∗. The last term means the sum of the remaining cyclic
permutations of ξ, η and µ. Here we remark that an easier way to get the above
formula is to use the fact that [Λ,Λ] = [Λl, Λl](e) = [Λl,Λl − Λr](e), for then
the last two terms in Formula (1.1) become zero). In practice, [Λ, Λ] can be
calculated by using the characteristic properties of the Schouten bracket given
in Section 1.2.

Definition 2.7. We say that Λ ∈ g ∧ g satisfies the classical Yang-Baxter
equation if [Λ, Λ] = 0.

We have proved the following theorem due to Drinfeld [Dr1].

Theorem 2.8. Let G be a connected Lie group with Lie algebra g. Let Λ ∈ g∧g.
Define a bivector field on G by

(2.4) π(g) = lgΛ − rgΛ ∀g ∈ G.

Then (G, π) is a Poisson Lie group if and only if [Λ, Λ] ∈ g ∧ g ∧ g is invariant
under the adjoint action of G on g ∧ g ∧ g. In particular, when Λ satisfies the
Yang-Baxter equation, it defines a multiplicative Poisson structure on G.

We will see in Section 2.2 that on a connected semi-simple or compact Lie
group every multiplicative Poisson structure is of the form (2.4).
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Example 2.9. Let G = SL(2,R) and g = sl(2,R). Let

e1 =
1
2

(
1 0
0 −1

)
e2 =

1
2

(
0 1
−1 0

)
e3 =

1
2

(
0 1
1 0

)

Then {e1, e2, e3} is a basis for g, and [e1, e2] = e3, [e2, e3] = e1, [e3, e1] = −e2.
Any Λ ∈ g∧g is of the form Λ = λ1e1∧e2 +λ2e2∧e3 +λ3e3∧e1. Since g∧g∧g
is 1-dimensional and the none zero element e1 ∧ e2 ∧ e3 is AdG-invariant, we
know that [Λ,Λ] is also AdG-invariant. We now consider the special case when
Λ = 2e2 ∧ e3. The Poisson structure π is then given by

π(g) = 2(rg(e2 ∧ e3)− lg(e2 ∧ e3)).

Write an element g of SL(2,R) as g =
(

a b
c d

)
. We want to calculate the

Poisson brackets of the functions a, b, c and d. An easy way to do this is to use
the tensor notation [STS1]. Set

{g⊗, g} =




{a, a} {a, b} {b, a} {b, b}
{a, c} {a, d} {b, c} {b, d}
{c, a} {c, b} {d, a} {d, b}
{c, c} {c, d} {d, c} {d, d}


 g⊗g =




a2 ab ba b2

ac ad bc bd
ca cb da db
c2 cd dc d2




and

Λ =
1
2

(
0 1
−1 0

)
⊗

(
0 1
1 0

)
− 1

2

(
0 1
1 0

)
⊗

(
0 1
−1 0

)

=




0 0 0 0
0 0 1 0
0 −1 0 0
0 0 0 0


 .

The Poisson brackets are then determined by

{g ⊗, g} = Λ(g ⊗ g)− (g ⊗ g)Λ,

where on the right hand side, Λ(g⊗g) denotes the product of the 4×4 matrices
Λ and g ⊗ g. Multiplying out the right hand side, we get




{a, a} {a, b} {b, a} {b, b}
{a, c} {a, d} {b, c} {b, d}
{c, a} {c, b} {d, a} {d, b}
{c, c} {c, d} {d, c} {d, d}


 =




0 ab −ab 0
ac 2bc 0 bd
−ac 0 −2bc −bd
0 dc −dc 0


 .

Therefore, we get

{a, b} = ab, {a, c} = ac, {a, d} = 2bc,

{b, c} = 0, {b, d} = bd, {c, d} = cd.

Notice that the function b
c is a Casimir function for this Poisson structure.
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Example 2.10. Let G = SU(2) and g = su(2). Let

e1 =
1
2

(
i 0
0 −i

)
e2 =

1
2

(
0 1
−1 0

)
e3 =

1
2

(
0 i
i 0

)
.

Then {e1, e2, e3} is a basis for g, and [e1, e2] = e3, [e2, e3] = e1, [e3, e1] = e2.
Again as in the case of SL(2,R), any Λ ∈ g ∧ g is such that [Λ, Λ] is AdG-
invariant. Let Λ = 2(e2 ∧ e3) and define the Poisson structure on SU(2) by

π(g) = 2(rg(e2 ∧ e3)− lg(e2 ∧ e3)).

Write an element g of SU(2) as g =
(

α β
−β̄ ᾱ

)
. Then the Poisson brackets

of the functions α, ᾱ, β and β̄ are given by

{α, ᾱ} = 2iββ̄, {α, β} = −iαβ, {α, β̄} = −iαβ̄, {β, β̄} = 0.

This Poisson structure turns out to be the classical limit (as µ → 0) of the
quantum SµU(2) studied by Woronowitz [Wo1] [Wo2].

Remark 2.11. Notice that SL(2,R) and SU(2) are respectively the split (or
normal) and compact real forms of the complex Lie group SL(2,C). We will
show in Section 2.3 that Example 2.10 can be generalized to the compact real
forms of any complex semi-simple Lie groups. The general case for the split
form is given in [Dr2].

2.2 Multiplicative multivector fields on Lie groups

In this section we study special multivector fields on a Lie group which satisfy
the same multiplicativity condition as does a multiplicative Poisson bi-vector.
We fix a Lie group G with Lie algebra g throughout this section.

Definition 2.12. A multivector field K on G is said to be multiplicative if it
satisfies

(2.5) K(gh) = lgK(h) + rhK(g), ∀g, h ∈ G.

A (one)-vector field X on G is multiplicative if and only if it generates a
one-parameter family of group automorphisms of G. The inner automorphisms
of G, i.e., conjugations by elements of G, form a subgroup of Aut(G), and their
infinitesimal generators have a simple form, namely a left invariant vector field
minus a right invariant vector field with the two having the same value at the
identity. In general, any K0 ∈ Λkg defines a multiplicative k-vector field on G
by K(g) = rgK0 − lgK0. As we will see below, when G is compact or when G
is semisimple, these are all the possible multiplicative k-vector fields.
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Multiplicative multivector fields correspond to 1-cocycles on the Lie group.
Indeed, a k-vector field K on G is multiplicative if and only if the map Kr :
g → rg−1K(g) satisfies the cocycle condition

(2.6) Kr(gh) = Kr(g) + AdgKr(h), ∀g, h ∈ G.

We state some useful facts about cocycles on Lie groups and on their Lie algebras
in the following lemma.

Lemma 2.13. Let G be a connected Lie group with Lie algebra g. Let ρ :
G× V → V be a representation of G on a vector space V . Let dρ : g× V → V
be the induced representation of g on V . Then

1) If the map φ : G → V is a 1-cocycle on G relative to ρ, i.e.

φ(gh) = φ(g) + g · φ(h) ∀g, h ∈ G,

then ε =: deφ : g → V, the derivative of φ at e, is a 1-cocycle on g relative to
dρ, i.e.

X · ε(Y ) − Y · ε(X) = ε([X, Y ]),

and dφ = 0 implies that φ = 0.
2) When G is simply connected, any 1-cocycle ε on g relative to dρ can be

integrated to give a 1-cocycle φ on G relative to ρ such that dφ = ε.
3) When g is semisimple, every 1-cocycle ε : g → V on g is a coboundary,

i.e. ϕ(X) = X · v0 for some v0 ∈ V.
4) When G is compact, every 1-cocycle φ : G → V on G is a coboundary,

i.e. φ(g) = v0 − g · v0 for some v0 ∈ V .

Proof One direction of 1) follows from differentiating the cocycle condition
for φ twice at the identity element of G, and 3) is Whitehead lemma [Gu-St]. 4)
is a consequence of integrating φ with respect to the left invariant Haar measure
on G.

We now give a proof of 2). It can be derived from Lemma 1.3, but we
give a self contained proof, the argument in which is essentially the same as
that in the proof of Lemma 1.3. Let ε : G → V be a 1-cocycle on g. By the
connectedness of G, it is enough to find a map φ : G → V satisfying φ(e) = 0
and dφ(g)(lgX) = g · ε(X) for all g ∈ G and X ∈ g. This is equivalent to the
graph of φ in G × V being an integral submanifold through the point (e, 0) of
the distribution H defined by

H|(g,v) = {(lgX, g · ε(X)) : X ∈ g}.

Now H is the kernel of the V -valued 1-form ε̃ on G× V defined by

ε̃(g, v)(lgX, u) = g · ε(X)− u, X ∈ g, u ∈ V.

But ε being a 1-cocycle on g means exactly that the V -valued 1-form ε̄ on G
defined by ε̄(g)(lgX) = g ·ε(X) is closed. Hence ε̃ is also closed (on G×V ), and
H is involutive. Denote by I the maximal integral submanifold of H passing
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through the point (e, 0). Let τ : G × V → G be the projection to G. Then
τ |I : I → G is a local diffeomorphism. We claim that is is onto. In fact,
it is a covering map. To see this, let g0 be an arbitrary point in G, and let
g(t), t ∈ [0, 1], be a curve in G connecting e and g0. Solve the following O.D.E.
in V with the initial condition v(0) = 0:

v̇(t) = g(t) · ε(g(t)−1ġ(t))

Then the curve (g(t), v(t)), t ∈ [0, 1], is a lifting of g(t) to I, and τ(g(1)) =
g0, v(1)) = g0. Let U be a neighborhood of (g0, v(1)) in I that is diffeomorphic to
a neighborhood of g0 in G by τ . Then τ(U) is an evenly covered neighborhood of
g0 in G because of the translational symmetry ofH defined by V . Therefore τ |I :
I → G is a covering map. Since G is simply connected, it is a diffeomorphism.
Its inverse then defines the desired group cocycle φ on G.

For a multivector field K on G with K(e) = 0, we will call the differential
map of Kr at e the “derivative” of K at e. In general, if K is a k-vector
field on any manifold M with K(x0) = 0 for some x0 ∈ M , we can speak
of the derivative of K at x0. It is a linear map dx0K : Tx0M → ΛkTx0M
defined by X 7→ (LX̄K)(x0), where X̄ can be any vector field on M with
X̄(x0) = X. The fact that K(x0) = 0 guarantees that the value of (LX̄K)(x0)
does not depend on the choice of X̄. We will call the dual map of dx0K the
linearization of K at x0. It is a linear map from ΛkT ∗x0

M to T ∗x0
M given by

(α1, ..., αk) 7→ dx0(K(ᾱ1, ..., ᾱk)), where for i = 1, ..., k, ᾱi can be any 1-form
on M with value αi at x0.

Proposition 2.14. 1) The derivative at e ∈ G of a multiplicative k-vector field
K is a 1-cocycle on g relative to the adjoint representation of g on Λkg.

2) When G is connected, a multiplicative k-vector field is uniquely determined
by its derivative at the identity.

3) When G is connected and simply connected, there is a one to one corre-
spondence between multiplicative k-vector fields on G and 1-cocycles on g relative
to the adjoint representation on g on Λkg.

4) When G is connected and semisimple, or when G is compact, every mul-
tiplicative k-vector field on G is of the form

K(g) = rgK0 − lgK0, g ∈ G,

for some K0 ∈ Λkg.

Corollary 2.15. Every multiplicative Poisson structure π on a connected semi-
simple or compact Lie group G is of the form

π(g) = rgΛ− lgΛ, g ∈ G,

where Λ ∈ g ∧ g is a bivector at the identity e ∈ G such that [Λ,Λ] ∈ g ∧ g ∧ g
is invariant under the adjoint action of G on g ∧ g ∧ g.
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We have seen that differentiating twice the group cocycle condition (2.6) for
a multiplicative k-vector field K gives rise to the Lie algebra cocycle condition
for deK. If we differentiate the group cocycle condition only once, we get the
following infinitesimal criterion for multiplicativity. The proof for the case of a
bi-vector field is given in [We6].

Proposition 2.16. Let G be connected and let K be a k-vector field on G. The
following conditions are equivalent:

1) K is multiplicative;
2) K(e) = 0, and LXK is left invariant whenever X is a left invariant vector

field;
3) K(e) = 0, and LXK is right invariant whenever X is a right invariant

vector field.

Proof 1) ⇐⇒ 2): Let K be a multiplicative k-vector field. Let X be any
left invariant vector field. Denote X(e) also by X. Replacing h by exp tX in
(2.6) and differentiating with respect to t gives rise to the left invariance of LXK.
Conversely, the left invariance of LXK implies that (2.6) holds for any g ∈ G
and h = exp tX. Since G is connected, it is generated by any open neighborhood
of the identity element. It follows that (2.6) holds for all g, h ∈ G.

Use this infinitesimal criterion, we can prove that the Schouten bracket of
two multiplicative multivector fields is again multiplicative.

Proposition 2.17. Let G be connected. If K and L are respectively multi-
plicative k and l-vector fields on G, then their Schouten bracket [K, L] is a
multiplicative (k + l − 1)-vector field.

Proof Let X be a left invariant vector field and Y a right invariant vector
field. Then

LX [K, L] = [LXK, L] + [K,LXL],

LY LX [K,L] = [LY LXK,L] + [LXK,LY L] + [LY K, LXL] + [K, LY LXL].

But by Proposition 2.16, we know that LXK and LXL are left invariant and
LY K and LY L are right invariant. Therefore, the right hand side of the above
equation vanishes. Now, K(e) = 0 and L(e) = 0 imply that [K,L](e) = 0, again
by Proposition 2.16, [K,L] is multiplicative.

2.3 Lie bialgebras

In this section, we study the infinitesimal version of Poisson Lie groups, namely
Lie bialgebras.

We start with a connected Lie group G and a bivector field π on G such
that π(e) = 0. Let deπ : g → g ∧ g be the derivative of π at e. We see from
Proposition 2.14 that if π is multiplicative then deπ is a 1-cocycle on g relative
to the adjoint representation of g on g∧g. Conversely, if G is simply connected,
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any 1-cocycle ε : g → g ∧ g can be integrated to define a unique multiplicative
bi-vector field π with deπ = ε.

Consider now the linearization of π at e, namely the dual map of deπ. It is
an antisymmetric bilinear map [ , ]π : g∗ ∧ g∗ → g∗ given by

[ξ, η]π = de(π(ξ̄, η̄)),

where ξ, η ∈ g∗ and ξ̄ and η̄ can be any 1-forms on G with ξ̄(e) = ξ and η̄(e) = η.
When π is Poisson, [ , ]π satisfies the Jacobi identity. The Lie algebra (g∗, [ , ]π)
is just the linearization of the Poisson structure at e (see Section 1.2).

Theorem 2.18. A multiplicative bi-vector field π on a connected Lie group G
is Poisson if and only if its linearization at e defines a Lie bracket on g∗.

Proof By Proposition 2.17, π being Poisson implies that [π, π], the Schouten
bracket of π with itself, is also multiplicative. But the derivative of [π, π] at e
is given by [Da-So]

(de[π, π])(ξ ∧ η ∧ µ) = 2[ξ, [η, µ]π]π + c.p.(ξ, η, µ).

Therefore again by Proposition 2.17, [π, π] = 0 if and only if [ , ]π defines a Lie
bracket on g∗.

Example 2.19. Let Λ ∈ g∧ g such that [Λ,Λ] ∈ g∧ g∧ g is ad-invariant. Let π
be the multiplicative Poisson structure on G defined by π(g) = lgΛ−rgΛ. Then
the Lie algebra structure on g∗ defined by the linearization of π at e is given by

[ξ, η]π = ad∗Λξη − ad∗Ληξ,

where Λ also denotes the linear map from g∗ to g defined by (ξ, Λη) = Λ(ξ, η).

We now define the notion of an infinitesimal Poisson Lie group, namely that
of a Lie bialgebra.

Definition 2.20. Let g be a Lie algebra with dual space g∗. We say that (g, g∗)
form a Lie bialgebra over g if there is given a Lie algebra structure on g∗ such
that the map δ : g → g ∧ g dual to the Lie bracket map g∗ ∧ g∗ → g∗ on g∗ is
a 1-cocycle on g relative to the adjoint representation of g on g ∧ g. Sometimes
we denote the Lie bialgebra by (g, g∗, δ) to put emphasis on the 1-cocycle.

We have proved the following theorem [Dr1].

Theorem 2.21. If (G, π) is a Poisson Lie group, then the linearization of π
at e defines a Lie algebra structure on g∗ such that (g, g∗) form a Lie bialgebra
over g, called the tangent Lie bialgebra to (G, π). Conversely, if G is connected
and simply connected, then every Lie bialgebra (g, g∗) over g defines a unique
multiplicative Poisson structure π on G such that (g, g∗) is the tangent Lie
bialgebra to the Poisson Lie group (G, π).
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Given a simply connected Lie group G with Lie algebra g, then for an arbi-
trary 1-cocycle δ on g, there is in general no constructive way to integrate δ to
the 1-cocycle ε on G such that deε = δ. However, in the case of a Lie bialgebra
(g, g∗, δ), we will see that the integration procedure from ε to δ can be reduced
to integrating Lie algebras to Lie groups and Lie algebra homomorphisms to
Lie group homomorphisms. The key step is the following theorem of Y. Manin
[Dr1].

Let g be a Lie algebra with dual space g∗, and let < , > denote the
nondegenerate symmetric bilinear scalar product on the vector space g ⊕ g∗

defined by

< X + ξ, Y + η > = ξ(X) + η(Y ), X, Y ∈ g, ξ, η ∈ g∗.

Assume that g∗ also has a given Lie algebra structure. We use [ , ] to denote
both the bracket on g and the bracket on g∗, and use ad∗Xξ and ad∗ξX to denote
the coadjoint representations of g on g∗ and of g∗ on g = (g∗)∗ respectively.

Theorem 2.22. Let the notations be as above. The only antisymmetric bracket
operation, also denoted by [ , ], on the vector space g ⊕ g∗ such that: 1) it
restricts to the given brackets on g and g∗; and 2) the scalar product < , > on
g⊕ g∗ is invariant, is given by

(2.7) [X + ξ, Y + η] = [X,Y ] − ad∗ηX + ad∗ξY + [ξ, η] + ad∗Xη − ad∗Y ξ.

Moreover, it is a Lie bracket on g⊕g∗ if and only if (g, g∗) form a Lie bialgebra.

Proof The first part is clear. For the second part, we define ∆ ∈ d∗∧d∗∧d∗

by
∆ ( X + ξ, Y + η, Y + µ ) = < [ X + ξ, Y + η ], Y + µ >,

then [ , ] given by the Formula (2.7) satisfies the Jacobi identity if and only if

ad∗X0+ξ0
∆ = 0, ∀X0 + ξ0 ∈ g⊕ g∗.

Now by a straightforward calculation, we get

ad∗X0+ξ0
∆ (X + ξ, Y + η, Z + µ)

= δφ (X, Y ) (ξ0, µ) + δφ (Y, Z) (ξ0, ξ) + δφ (Z, X) (ξ0, η)
+ δφ (X0, Z) (ξ, η) + δφ (X0, X) (η, µ) + δφ (X0, Y ) (µ, ξ)

Hence ad∗X0+ξ0
∆ = 0 if and only if δφ = 0. Therefore, [ , ] is a Lie bracket if

and only if φ is a 1-cocycle, i.e. if and only if (g, g∗) is a Lie bialgebra.

Definition 2.23. For a Lie bialgebra (g, g∗), we use d = g on g∗ to denote the
vector space g⊕g∗ together with the Lie bracket given by Theorem 2.22, and we
call it (or the triple (g on g∗, g, g∗)) the double Lie algebra of the Lie bialgebra
(g, g∗).

Corollary 2.24. If (g, g∗) is a Lie bialgebra, then so is (g∗, g).
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Definition 2.25. Let (G, π) be a Poisson Lie group with tangent Lie bialgebra
(g, g∗), and let G∗ be the connected and simply-connected Lie group with Lie
algebra g∗. By Corollary 2.24, it has a unique multiplicative Poisson structure
with (g∗, g) as its tangent Lie bialgebra. G∗ with this Poisson structure is called
the dual Poisson Lie group of (G, π).

Example 2.26. Let G be any Lie group equipped with the zero Poisson struc-
ture. Then its dual Poisson Lie group G∗ is the abelian vector group g∗ with the
linear Poisson structure. The double Lie algebra is then the semidirect product
Lie algebra G× 1

2
g∗ with respect to the coadjoint action of G on g∗.

Example 2.27. Let G = SL(2,R) be equipped with the Poisson structure given
in Example 2.9. Then its dual Poisson Lie group can be identified with the 3-

dimensional Lie group SB(2,C) =
{ (

a b + ic
0 a−1

)
: a > 0, b, c ∈ R

}
. We

call it the 3-dimensional “book group” because its regular coadjoint orbits in
the dual of its Lie algebra resemble the pages of an open book, with the singular
orbits as the binding. The double Lie algebra d is the direct sum of two copies
of SL(2,R) with SL(2,R) sitting in as the diagonal.

Example 2.28. Let G = SU(2) be equipped with the Poisson structure given
in Example 2.10. Then G∗ can also be identified with the 3-dimensional “book
group” SB(2,C). This time the double Lie algebra d = g on g∗ is the Lie
algebra sl(2,C) considered as a real Lie algebra. The decomposition sl(2,C) =
su(2)⊕ sb(2,C) is simply the Gram-Schmidt decomposition in linear algebra.

There is a one to one correspondence between Lie bialgebras and the so-
called Manin triples.

Definition 2.29. A Manin triple consists of a triple of Lie algebras (g, g+, g−)
and a nondegenerate invariant symmetric scalar product < , > on g such that

1) both g+ and g− are Lie subalgebras of g;
2) g = g+ ⊕ g− as vector spaces;
3) both g+ and g− are isotropic with respect to the scalar product < , >,

i.e., < g+, g+ >= 0 and < g−, g− >= 0.

The correspondence between Lie bialgebras and Manin triples is constructed
as follows: given a Lie bialgebra (g, g∗), by Theorem 2.22, (d = g on g∗, g, g∗)
together with the natural scalar product on g ⊕ g∗ form a Manin triple. Con-
versely, given a Manin triple (g, g+, g−, < , >), then g− is naturally isomorphic
to g∗+ under < , >. Hence g ∼= g+⊕ g∗+ as vector spaces, and < , > becomes
the natural scalar product on g relative to the above decomposition. Again by
Theorem 2.22, (g+, g∗+) becomes a Lie bialgebra.

Example 2.30. (Iwasawa’s Decomposition) Let g be a semisimple Lie algebra
over C and gR the Lie algebra g considered as a Lie algebra over R. Let u be
any compact real form of g. Then there exists a (real) solvable Lie subalgebra b
of gR such that gR = u⊕ b as real vector spaces. The Killing form K of g is a
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complex-valued nondegenerate invariant symmetric bilinear form on gR. Hence
its imaginary part, ImK, is a real-valued nondegenerate invariant symmetric
bilinear form on gR. Moreover the Lie subalgebras u and b are both isotropic
with respect to ImK. Therefore (gR, u, b) becomes a Manin triple. The induced
multiplicative Poisson structure on the corresponding compact group U is called
in [Lu-We1] the Bruhat-Poisson structure. When g = sl(n,C), u = su(n), we
can take b = sb(n,C) to be the Lie algebra of all n×n traceless upper triangular
complex matrices with real diagonal elements, and the nondegenerate invariant
bilinear form on sl(n,C) can be taken as < X,Y >= Im(trace(XY )). We
remark that Example 2.10 is a special case of a Bruhat-Poisson structure.

2.4 Integrating a Lie bialgebra to a Poisson Lie
group

Let (g, g∗) be a Lie bialgebra with the double Lie algebra d = g on g∗. Let G,G∗

and D be respectively the connected and simply-connected Lie groups with Lie
algebras g, g∗ and d. By Theorem 2.21 and Corollary 2.24, the Lie bialgebra
(g, g∗) defines multiplicative Poisson structures on G and G∗ by integrating the
corresponding 1-cocycles. We now show that these two Poisson structures can
actually be described by the group operation of D. Some of the results in this
section have appeared in [Lu-We1].

Let φ1 : G → D : g 7→ ḡ and φ2 : G∗ → D : u 7→ ū be the Lie group
homomorphisms obtained by respectively integrating the inclusion maps g ↪→ d
and g∗ ↪→ d. Let Ad denote the adjoint action of D on its Lie algebra d = g on g∗.

Theorem 2.31. The multiplicative Poisson structures πG and πG∗ on G and
G∗ defined by the Lie bialgebra (g, g∗) are respectively given by
(2.8)

(rg−1πG(g))(ξ1, ξ2) = − < p1Adḡ−1ξ1, p2Adḡ−1ξ2 >, g ∈ G, ξ1, ξ2 ∈ g∗,

(2.9)
(ru−1πG∗(u))(X1, X2) = < p1Adū−1X1, p2Adū−1X2 >, u ∈ G∗, X1, X2 ∈ g,

where p1 : d → g and p2 : d → g∗ are the two natural projections.

Proof We only prove the statement for πG. The proof for πG∗ is similar.
For simplicity, we define πr by πr(g) = rg−1πG(g). First notice that πr is skew-
symmetric, because

0 =< ξ1, ξ2 >=< Adḡ−1ξ1, Adḡ−1ξ2 >= πr(g)(ξ1, ξ2) + πr(g)(ξ2, ξ1).

Secondly, notice that πr(e) = 0 and that the linearization of π at e defines
exactly the Lie bracket on g∗. Therefore by Theorem 2.18, it remains to show
that πr satisfies the cocycle condition (2.6). Let g1, g2 ∈ G and ξ1, ξ2 ∈ g∗.
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Then

πr(g1g2)(ξ1, ξ2) = < p1Adḡ−1
2

(p1Adḡ−1
1

ξ1 + p2Adḡ−1
1

ξ1), p2Adḡ−1
2

p2Adḡ−1
1

ξ2 >

= < Adḡ−1
2

p1Adḡ−1
1

ξ1, Adḡ−1
2

p2Adḡ−1
1

ξ2 >

+ < p1Adḡ−1
2

p2Adḡ−1
1

ξ1, p2Adḡ−1
2

p2Adḡ−1
1

ξ2 >

= πr(g1)(ξ1, ξ2) + πr(g2)(p2Adḡ−1
1

ξ1, p2Adḡ−1
1

ξ2 >

= πr(g1)(ξ1, ξ2) + πr(g2)(Ad∗g1
ξ1, Ad∗g1

ξ2)
= (πr(g1) + Adg1πr(g2))(ξ1, ξ2).

Here we have used the fact that p2Adḡ−1ξ = Adg∗ξ for g ∈ G and ξ ∈ g∗.
Therefore πr is a 1-cocycle on G.

To stay in the Poisson world (category), we would like to know whether the
double Lie group D itself is an object in this world, i.e., whether D is a Poisson
Lie group. If yes, we would further ask whether G and G∗ could be considered
as subgroups within this world. This would mean that they are Poisson Lie
subgroups of D. The answer is yes, as we will see below.

Definition 2.32. A Lie subgroup H of a Poisson Lie group G is called a Poisson
Lie subgroup if it is also a Poisson submanifold of G, i.e. if it also has a Poisson
structure such that the inclusion map i : H → G is a Poisson map.

Proposition 2.33. A connected subgroup H of a Poisson Lie group G is a
Poisson Lie subgroup if and only if the annihilator h⊥ of h in g∗ is an ideal
with respect to the Lie algebra structure on g∗ defined by the linearization of the
Poisson structure on G at its identity element.

Proof H is a Poisson Lie group of G if and only if the I = {f ∈
C∞(G) : f |H = 0} is an ideal of C∞(G) with respect to the Poisson bracket.
But h⊥ ⊂ g∗ is spanned by covectors at e ∈ G of the form def for f ∈ I.
Therefore if H is a Poisson Lie subgroup, then h⊥ ⊂ g∗ is an ideal. The mul-
tiplicativity of the Poisson structure on G and the connectedness of H imply
that the converse is also true.

Now on the double Lie group D, we define two bivector fields π− and π+ by

π±(d) =
1
2
(rdπ0 ± ldπ0), d ∈ D,

where π0 ∈ d∧d is defined by π0(ξ1 +X1, ξ2 +X2) =< X1, ξ2 > − < X2, ξ1 >
for ξ1 + X1, ξ2 + X2 ∈ d∗ ∼= g∗ ⊕ g.

Proposition 2.34. 1) Both π− and π+ are Poisson structures on D;
2) π− is multiplicative, so (D,π−) is a Poisson Lie group. Its tangent Lie

bialgebra is (d, d∗), where the Lie algebra structure on the vector space d∗ =
g∗ ⊕ g is the direct sum of the Lie bracket on g∗ and minus the Lie bracket on
g;
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3) If d ∈ D can be factored as d = ḡū for some g ∈ G and u ∈ G∗, then
explicit formulas for π± are respectively given by

(
(lḡ−1 ◦ rū−1)π+(d)

)
(ξ1 + X1, ξ2 + X2)

= < X1, ξ2 > − < X2, ξ1 > +(lg−1πG(g))(ξ1, ξ2) + (ru−1πG∗(u))(X1, X2)
= < X1, ξ2 + Adūp2Adū−1X2 > − < ξ1, X2 + Adḡ−1p1Adḡξ2 >(

(lḡ−1 ◦ rū−1)π−(d)
)
(ξ1 + X1, ξ2 + X2)

= (lg−1πG(g))(ξ1, ξ2) − (ru−1πG∗(u))(X1, X2).

Proof We first notice that the Schouten brackets [π−, π−] = [π+, π+].
Therefore π+ is Poisson if and only if π− is Poisson. But π− is multiplicative.
By Theorem 2.18, π− is Poisson if and only if its linearization at the identity of
D defines a Lie algebra structure on d∗. A short calculation shows that it defines
the direct sum bracket of the Lie bracket on g∗ and minus the Lie bracket on g.
3) is proved by a direct calculation.

Since the map

φ1 × φ2 : G×G∗ −→ D : (g, u) 7−→ ḡū,

is a local diffeomorphism ([He], page 271), there is a unique Poisson structure
on G × G∗, also denoted by π+, such that φ1 × φ2 : (G × G∗, π+) → (D, π+)
becomes a local Poisson diffeomorphism. It is given by the following formula

(2.10)
(
(lg−1 ◦ ru−1)π+(g, u)

)
(ξ1 + X1, ξ2 + X2) =< X1, ξ2 > − < X2, ξ1 >

+ lg−1πG(g)(ξ1, ξ2) + ru−1πG∗(u)(X1, X2).

We remark that even when G is not simply connected, this formula still defines
a Poisson structure on the manifold G×G∗: it is the projection to G×G∗ of the
Poisson structure π+ on the manifold G̃×G∗, where G̃ is the universal covering
group of G.

The following proposition says that π+ is non-degenerate on an open subset
of D. It is announced in [STS2] without proof.

Proposition 2.35. If d ∈ D can be factored as d = ḡū = ū1ḡ1 for some
g, g1 ∈ G and u, u1 ∈ G∗, then π+ is non-degenerate at d.

Proof Let d ∈ D be as given. Assume that ξ + X ∈ d∗ is such that
(
(lḡ−1 ◦ rū−1)π+(d)

)
(ξ1 + X1, ξ + X) = 0

for all ξ1 ∈ g∗ and X1 ∈ g. By 3) of Proposition 2.34, we get

ξ + Adūp2Adū−1X = 0
X + Adḡ−1p1Adḡξ = 0.
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Therefore,

p2Adū−1(X + ξ) = 0
p1Adḡ(X + ξ) = 0.

Hence there exist X0 ∈ g and ξ0 ∈ g∗ such that

Adū−1(X + ξ) = X0

Adḡ(X + ξ) = ξ0.

Thus AdūX0 = Adḡ−1ξ0, or AdguX0 = ξ0. But ḡū = ū1ḡ1. Hence Adḡ1X0 =
Adū−1

1
ξ0 ∈ g∩g∗. Hence X0 = 0, and ξ0 = 0. Therefore, X = 0, and ξ = 0. This

proves that π+ is nondegenerate at d ∈ D.

The proof of the following proposition is also direct.

Proposition 2.36. 1) The homomorphisms φ1 : (G, πG) → (D,π−) : g 7→ ḡ
and φ2 : (G∗, πG∗) → (D, π−) : u 7→ ū are respectively Poisson and anti-Poisson
maps. Therefore (G, πG) and (G∗,−πG∗) are Poisson Lie subgroups of (D, π−).

2) The multiplication maps (D, π−) × (D, π+) → (D, π+) and (D,π+) ×
(D,−π−) → (D,π+) are Poisson maps, so they define left and right Poisson
actions of (D,π−) and (D,−π−) on (D, π+).

3) The maps (G, πG) × (D,π+) → (D,π+) : (g, d) 7→ ḡd and (D,π+) ×
(G∗, πG∗) → (D, π+) : (d, u) 7→ dū are Poisson, so they define left and right
Poisson actions of (G, πG) and (G∗, πG∗) on (D, π+).

Remark 2.37. The Poisson structure π+ on D is not multiplicative since
π+(e) 6= 0. In fact, it is a special kind of affine Poisson structure on D. We will
study affine Poisson structures on Lie groups in Chapter 5. Moreover, We will
show in Section 2.5 that under some completeness assumption, π+ is actually
non-degenerate, so it defines a symplectic structure on D.

2.5 Dressing transformations

We now turn to the study of symplectic leaves of a Poisson Lie group G. It
turns out that the symplectic leaves of G are exactly the orbits of the so-called
left or right dressing actions of the dual Poisson Lie group G∗ on G. The name
“dressing transformation” comes from the theory of integrable systems and was
introduced in this context in [STS2].

Recall that the space Ω1(P ) of 1-forms on a Poisson manifold (P, π) has a Lie
algebra structure with Lie bracket given by Formula (1.3), and the map −π#

defines a Lie algebra homomorphism from Ω1(P ) to the space χ(P ) of vector
fields with the commutator Lie algebra structure.

Assume now that (G, π) is a Poisson Lie group. By Formula (1.4), the space
L∗(G) of left invariant 1-forms on G and the space R∗(G) of right invariant
1-forms on G are both closed under the bracket defined above. Identifying g∗
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with L∗(G) or R∗(G), Formula (1.4) shows that we actually get the same Lie
algebra structures on g∗, namely the one defined by the linearization of π at the
identity element e. For ξ ∈ g∗, let ξl and ξr be respectively the left and right
invariant 1-forms on G with value ξ at e. Define the maps

λ : g∗ −→ χ(G) : ξ 7−→ π#(ξl), ρ : g∗ −→ χ(G) : ξ 7−→ −π#(ξr).

λ is a Lie algebra anti-homomorphism, while ρ is a Lie algebra homomorphism.
In fact ρ(ξ) = −τ(λ(ξ)) where τ is the inversion map of G, as well as its
differential map.

Definition 2.38. We call each λ(ξ) (resp. ρ(ξ)) a left (resp. right) dressing
vector field on G. We call λ (resp. ρ) the left (resp. right) infinitesimal dressing
action of g∗ on G. Integrating λ (resp. ρ) gives rise to a local (and global if
the dressing vector fields are complete) left (resp. right) action of G∗ on G. We
call this action the left (resp. right) dressing action of G∗ on G, and we say the
dressing actions consist of dressing transformations.

It is clear from the definition that the orbits of the dressing actions are
precisely the symplectic leaves in G.

Definition 2.39. A multiplicative Poisson tensor π on G is said to be complete
if each left (or, equivalently, each right) dressing vector field is complete on G.

Example 2.40. The multiplicative Poisson structure on the two dimensional

Lie group G =
{(

a v
0 1

)
: a > 0, v ∈ R

}
defined by {a, v} = av (see Ex-

ample 2.5) is not complete. This can be shown by a direct computation of the
dressing vector fields on G.

Given any Poisson Lie group (G, π), let G̃ be its universal covering group.
Then G̃ has a unique multiplicative Poisson structure π̃ such that the natural
projection G̃ → G is a Poisson map. The left (resp. right) dressing vector fields
on G̃ project to the left (resp. right) dressing vector fields on G. Therefore,
(G, π) is complete if and only if (G̃, π̃) is complete.

Assume now that (G, π) is a simply connected Lie group. By definition, its
dual Poisson Lie group G∗ is also simply connected. In terms of the double
Lie group D and the Lie group homomorphisms φ1 : G → D : g 7→ ḡ and
φ2 : G∗ → D : u 7→ ū as defined in Section 2.4, the left and right dressing vector
fields on G and on G∗ can be explicitly given by

(2.11) λ(ξ)(g) = −rgp1Adḡξ, and ρ(ξ)(g) = −lgp1Adḡ−1ξ,

(2.12) λ(X)(u) = −rup2AdūX, and ρ(X)(u) = −lup2Adū−1X,

where g, h ∈ G and ξ ∈ g∗. This can be seen from Formula (2.8) and (2.9).
It follows from Formula (2.11) that the dressing vector fields on G have the
following twisted multiplicativity:

(2.13) λ(ξ)(gh) = lgλ(ξ)(h) + rhλ(Ad∗h−1ξ)(g),
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(2.14) ρ(ξ)(gh) = lgρ(Ad∗gξ)(h) + rhρ(ξ)(g).

Consider now the map φ1 × φ2 → D : (g, h) 7→ ḡh̄. Since d = g⊕ g∗ on the
Lie algebra level, we know that φ1 × φ2 is a local diffeomorphism [He].

Proposition 2.41. If φ1 × φ2 : G × G∗ → D : (g, u) 7→ ḡū is a global diffeo-
morphism, then both (G, π) and (G∗, πG∗) are complete. In this case, the left
and right dressing actions of G and G∗ on each other are given by

G∗ ×G −→ G : (u, g) 7−→ λu(g) = pτ
1(gu−1) = pτ

1(ugu−1)(2.15)
G×G∗ −→ G : (g, u) 7−→ ρu(g) = p1(u−1g) = p1(u−1gu)(2.16)
G×G∗ −→ G∗ : (g, u) 7−→ λg(u) = p2(ug−1) = p2(gug−1)(2.17)
G∗ ×G −→ G∗ : (u, g) 7−→ ρg(u) = pτ

2(g−1u) = pτ
2(g−1ug)(2.18)

where the four natural projections are denoted as follows:

p1 : D −→ G : gu 7−→ g, pτ
1 : D −→ G : ug 7−→ g,(2.19)

p2 : D −→ G∗ : gu 7−→ u, pτ
2 : D −→ G∗ : ug 7−→ u(2.20)

Proof One first checks that the above formulas define left and right ac-
tions of G and G∗ on each other. Moreover, their infinitesimal generators are
calculated to be the left and right dressing vector fields on G and G∗ given by
Formulas (2.11) and (2.12). Hence they define the dressing actions of G and G∗

on each other.

Proposition 2.42. A Poisson Lie group is complete if and only if its dual
Poisson Lie group is complete.

Proof We only give an outline of the proof. For a more detailed proof, see
[Mj]. Let (G, π) be a simply connected Poisson Lie group. Let λ : G∗ × G →
G : (u, g) 7→ λu(g) be the left dressing action of G∗ on G. Let θ be the right
invariant Maurer-Cartan form on G∗. For g ∈ G, define a g-valued 1-form on
G∗ by

αg(u)(ruξ) = p2Adλu(g)ξ, u ∈ G∗, ξ ∈ g∗.

Then αg satisfies dα − [α, α] = 0. By Lemma 1.3, there exists a unique map
λg : G∗ → G∗ such that λg(e) = e. The map g 7→ λg then defines the left
dressing action of G on G∗.

Proposition 2.43. A simply connected Poisson Lie group (G, π) is complete if
and only if φ1 × φ2 : G×G∗ → D is a diffeomorphism. In this case, we denote
D by G on G∗.

Proof We have proved one direction. Assume that (G, π) is complete. By
Proposition 2.42, G∗ is also complete. Using the dressing actions of G and G∗

on each other, we can define a multiplication on G×G∗ by

(g, u)(h, v) = (gρu−1(h), λh−1(u)v).
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The twisted multiplicativity of the dressing transformations implies that it de-
fines a group multiplication on G×G∗. With this Lie group structure on G×G∗,
the map φ1 × φ2 becomes a Lie group homomorphism, and its derivative at the
identity is a Lie algebra isomorphism. Therefore φ1×φ2 is a covering map. The
simply-connectedness of D implies that it is a diffeomorphism.

The following proposition is a direct consequence of Proposition 2.34.

Proposition 2.44. Assume that (G, π) is a complete and simply connected
Poisson Lie group. Then,

(1) with π+ as the Poisson structure on D, the maps p1 and p2 are Poisson,
and the maps pτ

1 and pτ
2 are anti-Poisson;

(2) with π− as the Poisson structure on D, the maps p1 and pτ
1 are Poisson,

and the maps p2 and pτ
2 are anti-Poisson.

The next proposition is a corollary of Proposition 2.35. It will be used later
to study the symplectic groupoids of Poisson Lie groups. It was stated without
proof in [STS2].

Proposition 2.45. Assume that (G, π) is a complete and simply connected
Poisson Lie group. Then the Poisson structure (D, π+) is nondegenerate (there-
fore symplectic) everywhere.



Chapter 3

Poisson actions and
momentum mappings

We first review the procedure of Poisson reduction [STS2] and give an infinitesi-
mal version of it. An action on a Poisson manifold P is said to be tangential if it
leaves the symplectic leaves in P invariant. For such actions, we give a Maurer-
Cartan type criterion for them to be Poisson. As a consequence, we prove that
the dressing actions on a Poisson Lie group are Poisson actions. Momentum
mappings for Poisson actions are defined. We show that every Poisson action
on a simply connected symplectic manifold has a momentum mapping. When
a tangential action admits a momentum mapping, the Marsden-Weinstein re-
duction can be carried out. Finally, we define a semi-direct product Poisson
structure on P ×G∗ associated with a (right) Poisson action of G on P , which
will be used in Chapter 4 and Section 5.5 to construct symplectic groupoids for
affine Poisson structures on Lie groups.

3.1 Poisson reduction

Recall (Definition 2.2) that a left action σ : G×P → P of a Poisson Lie group G
on a Poisson manifold P is called a Poisson action if σ is a Poisson map, where
the manifold G× P has the product Poisson structure. Similarly a right action
τ : P ×G → P is a Poisson action if τ is a Poisson map.

If a subgroup H of a Poisson Lie group G is also a coisotropic submanifold
[We4], H is called a coisotropic subgroup of G. When H is connected, this is
equivalent to h⊥ ⊂ g∗ being a Lie subalgebra of g∗, where h is the Lie algebra
of H. The following fact about reduction by a coisotropic subgroup is proved
in [STS2] and [We4].

Proposition 3.1. Let σ : G × P → P be a Poisson action and let H ⊂ G be
a coisotropic subgroup of G. If the orbit space H\P is a smooth manifold, then
there is a unique Poisson structure on H\P such that the natural projection

27
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map P → H\P is Poisson.

For an action σ : G × P → P , we use σ : g → χ(P ) to denote the Lie
algebra anti-homomorphism which defines the infinitesimal generators of this
action. The proof of the following theorem can be found in [Lu-We1].

Theorem 3.2. Assume that G is connected. Then σ is a Poisson action if and
only if for any X ∈ g,

(3.1) LσX
πP = (σ ∧ σ)δ(X),

where δ = deπG : g → g ∧ g is the derivative of πG at e.

Motivated by this fact, we make the following definition.

Definition 3.3. Let (g, g∗, δ) be a Lie bialgebra. A left (resp. right) infinites-
imal Poisson action of (g, g∗, δ) on a Poisson manifold (P, πP) is a Lie algebra
anti-homomorphism (resp. homomorphism) σ : g → χ(P ) such that Equation
(3.1) holds for all X ∈ g.

Therefore when G is connected, an action G × P → P is Poisson if and
only if the corresponding infinitesimal action of g on P defines an infinitesimal
Poisson action of the tangent Lie bialgebra (g, g∗, δ) on P .

For infinitesimal Poisson actions, one can also carry out the Poisson re-
duction procedure. The proof of the following theorem was pointed out by
A. Weinstein. This fact is especially useful when the vector fileds σX are not
complete.

Proposition 3.4. Let σ : g → χ(P ) be an infinitesimal Poisson action of a Lie
bialgebra (g, g∗, δ) on a Poisson manifold P . If h is a subalgebra of g such that
h⊥ ⊂ g∗ is a Lie subalgebra of g∗ (such an h is called a coisotropic subalgebra of
g), then the algebra of h-invariant functions on P is closed under the Poisson
bracket on P . Therefore if the leaf space h\P is a manifold, then it has a unique
Poisson structure such that the projection map P → h\P is Poisson.

Proof For any φ1, φ2 ∈ C∞(P ) and X ∈ g, we have

σX{φ1, φ2} = {σXφ1, φ2} + {φ1, σXφ2} + < [ξφ1 , ξφ2 ], X >

where ξφi is a g∗-valued function on P defined by < ξφi , Y >= σYφi for Y ∈ g
and i = 1, 2. If φ1 and φ2 are h-invariant, then the first two terms on the right
hand side are zero for any X ∈ h. Moreover, ξφ1 and ξφ2 takes values in h⊥, so
the last term is also zero. Therefore {φ1, φ2} is h-invariant on P .

3.2 Tangential Poisson actions

Definition 3.5. A left (resp. right) action σ of a Lie group G or a Lie algebra
g on a Poisson manifold (P, πP) is said to be tangential if every infinitesimal
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generator σX ∈ χ(P ) of this action is tangent to each symplectic leaf of P . A
linear map g → Ω1(P ) : X 7→ θX is called a pre-momentum mapping for σ if for
all X ∈ g, π#

P (θX) = σX (resp. π#
P (−θX) = σX).

An action on a symplectic manifold is always tangential and has a unique
pre-momentum mapping. But the left action of a Poisson Lie group on itself by
left translations is never tangential. On the other hand, for a general tangential
action, there can be more than one choice of a pre-momentum mapping. In this
case, we make the choice for a set of basis vectors for g and then extend linearly
to get a linear map g → Ω1(P ). I do not know whether every tangential action
has a pre-momentum mapping.

Example 3.6. Given a Poisson Lie group G, both the left and right dressing
actions λ and ρ of g∗ on G are tangential. A pre-momentum mapping for λ is
given by g∗ → Ω1(G) : ξ 7→ ξl and a pre-momentum mapping for ρ is given by
g∗ → Ω1(G) : ξ 7→ ξr, where ξl and ξr respectively denote the left and right
invariant 1-forms on G with value ξ at e.

Assume now that (g, g∗, δ) is a Lie bialgebra and that σ : g → χ(P ) is a
left (resp. right) infinitesimal tangential action with a pre-momentum mapping
θ : g → Ω1(P ) : X 7→ θX. The dual map of θ defines a g∗-valued 1-form Θ on
P , i.e.,

< Θ(p)(v), X > = < v, θX(p) >, p ∈ P, v ∈ TpP, X ∈ g.

Theorem 3.7. σ is a left (resp. right) Poisson action of the Lie bialgebra
(g, g∗, δ) on P if and only if dΘ + [Θ, Θ] = 0 (resp. dΘ− [Θ, Θ] = 0) on each
symplectic leaf of P .

Proof. Assume that σ is a left action. By definition, σ is Poisson if and only
if formula (3.1) holds for any X ∈ g. Let θ1 and θ2 be two arbitrary 1-forms on
P . Then

(σ ∧ σ)δ(X)(θ1, θ2) = < [Θ, Θ](π#
P θ1, π#

P θ2), X > .

On the other hand, by Formula (1.3) and the fact that

[π#
P θ1, π#

P θ2] = − π#
P {θ1, θ2},

we get

(LσXπP)(θ1, θ2) = < σX, {θ1, θ2} > +π#
P θ1 < σX, θ2 > −π#

P θ2 < σX, θ1 >

= < Θ([π#
P θ1, π#

P θ2]), X >

−π#
P θ1 < Θ(π#

P θ2), X > +π#
P θ2 < Θ(π#

P θ1), X >

= − < dΘ(π#
P θ1, π

#
P θ2), X > .

Therefore σ is Poisson if and only if (dΘ+[Θ, Θ])(π#
P θ1, π

#
P θ2) = 0 for arbitrary

1-forms θ1 and θ2 on P , i.e., dΘ + [Θ, Θ] = 0 on each symplectic leaf of P .
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Theorem 3.8. Let G be a Poisson Lie group and let λ and ρ be respectively
the left and right infinitesimal dressing actions of g∗ on G. Then λ and ρ
are respectively left and right infinitesimal Poisson actions of the Lie bialgebra
(g, g∗) on G.

Proof. A pre-momentum mapping for λ is given by g∗ → Ω1(G) : ξ 7→ ξl,
where ξl is the left invariant 1-form on G with value ξ at e. The corresponding
g-valued 1-form Θ on G is simply the left invariant Maurer-Cartan 1-form. It
satisfies dΘ + [Θ, Θ] = 0. Therefore λ is a left infinitesimal Poisson action of
the Lie bialgebra (g, g∗) on G. Similarly ρ is a right infinitesimal Poisson action
of the Lie bialgebra (g, g∗) on G.

Corollary 3.9. If the multiplicative Poisson structure on G is complete, then
both the left and right dressing actions of G∗ on G are Poisson.

Corollary 3.10. Let G be a Poisson Lie group with tangent Lie bialgebra
(g, g∗, δ) and dual group G∗. Let J : P → G∗ be a Poisson map. Then the
map σ : g → χ(P ) : X 7→ π#

P (J∗(X l)), where X l is the left invariant 1-form
on G∗ with value X at e, defines a left infinitesimal Poisson action of the Lie
bialgebra (g, g∗, δ) on P . We say that σ is generated by J . When each vector
field σX is complete, we obtain a Poisson action of G on P .

Example 3.11. For any Poisson Lie group G, the group multiplication G×G →
G generates left and right Poisson actions (in the complete case) of its dual group
G∗ on G×G. In general, we can consider the multiplication map from N -copies
of G to G. The actions which it generates of G∗ on GN play a very important
role in the theory of lattice models [STS2].

3.3 Momentum mappings and symplectic reduc-
tion

We now turn to the study of momentum mappings for Poisson actions.

Let σ : G× P → P be a left (resp. right) Poisson action of a Poisson Lie
group G on a Poisson manifold (P, πP). Let G∗ be the dual Poisson Lie group of
G. For each X ∈ g, let X l (resp. Xr) be the left (resp. right) invariant 1-form
on G∗ with value X at e, and let σX be the vector field on P which generates
the action σexp tX on P .

Definition 3.12. A C∞ map J : P → G∗ is called a momentum mapping for
the Poisson action σ : G× P → P if for each X ∈ g,

σX = π#
P (J∗(X l)), (resp. σX = − π#

P (J∗(Xr))).

Remark 3.13. Definition 3.12 reduces to the usual definition of a momentum
mapping when G has the zero Poisson structure. Even in this special case, there
are already examples of symplectic actions without momentum mappings. (See
[Ab-Ma]).
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Example 3.14. For both the left and right dressing actions of G∗ on G, the
identity map of G is a momentum mapping.

Noether’s theorem still holds in this general context.

Theorem 3.15. Let σ : G× P → P be a Poisson action of a Poisson Lie group G
on a Poisson manifold P with a momentum mapping J : P → G∗. If H ∈
C∞(P ) is G-invariant, then J is an integral of the Hamiltonian vector field
XH of H.

Proof. Let J∗ be the differential map of J . For X ∈ g, let X l be the
corresponding left invariant 1-form on G∗. Then < J∗XH , X l > = <
XH , J∗(X l) > = − < dH, σX > = 0. Hence J∗(XH) = 0 and J is an integral
of XH .

The following theorem is a direct application of Lemma 1.3. It says that ev-
ery Poisson action on a simply connected symplectic manifold has a momentum
mapping.

Theorem 3.16. Let σ : G × P → P be a Poisson action of the Poisson Lie
group G on the symplectic manifold P . Assume that P is connected and simply
connected. Then for every x0 ∈ P and u0 ∈ G∗, there is a unique momentum
mapping J : P → G∗ with J(x0) = u0.

The uniqueness statement in the above theorem says that if J1 and J2 are
two momentum mappings for the same left Poisson action on the symplectic
manifold P , then J1 and J2 differ by a left translation in G∗. An easy way to
see this is to notice that in this case the pullbacks of the left invariant Maurer-
Cartan form of G∗ to P by J1 and J2 are the same. This then implies that J1

and J2 differ by a left translation in G∗. For a proof of the last fact, see [Sp1],
page 540.

Assume now that G is a complete Poisson Lie group (Definition 2.39). We
respectively denote the left and right dressing actions of G on its dual group G∗

by g 7→ λg and g 7→ ρg.

Definition 3.17. A momentum mapping J : P → G∗ for a left (resp. right)
Poisson action σ is said to be G-equivariant if for every g ∈ G, we have J ·σg =
λg · J (resp. J · σg = ρg · J)

As in the usual case, a momentum mapping is G-equivariant if and only if
it is Poisson.

Theorem 3.18. Assume that G is connected. A momentum mappingJ : P → G∗

for a Poisson action σ is G-equivariant if and only if J is a Poisson map.

Proof We will only prove the theorem for left Poisson actions. In this case,
J is Poisson if and only if for every X ∈ g, J∗π

#
P (J∗(X l)) = π#

G∗(X
l). But by

definition, π#
P (J∗(X l)) = σX and π#

G∗(X
l) = λX . Since G is connected, this is

equivalent to J being equivariant with respect to σ and λ.
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In the case when G has the zero Poisson structure, so that G∗ is the linear
space g∗ with the linear Poisson structure π0, it is known (see, for example
[Ab-Ma]) that for any momentum mapping J : P → g∗ (not necessarily equiv-
ariant), there is an “affine” Poisson structure πJ on g∗, which is equal to π0 plus
a 2-cocycle on g, such that J becomes Poisson with respect to πJ and equivari-
ant with respect to a new action of G on g∗ defined by the 2-cocycle. This is
still true in our general setting. The new Poisson structure we need on G∗ is an
example of the affine Poisson structures on G∗ which we will study in detail in
Chapter 5.

Theorem 3.19. For any momentum mapping J : P → G∗ of a left (resp.
right) Poisson action σ : G × P → P on a symplectic manifold P , there exists
a Poisson structure πJ on G∗ such that J : P → (G∗, πJ) is a Poisson map.
Moreover, we can choose πJ to be the original multiplicative Poisson structure
πG∗ on G∗ plus a right (resp. left) invariant bivector field on G∗.

Proof Without loss of generality, we assume that there exists x0 ∈ P such
that J(x0) = e, the identity element of G∗. Let Λ = J∗πP(x0). Define πJ on G∗

by πJ(u) = πG∗(u) + ruΛ for u ∈ G∗.

Lemma 3.20. For any x ∈ P , we have J∗πP(x) = πJ(J(x)).

Assuming the lemma, we show that πJ is Poisson. Since πJ is J-related to πP,
its Schouten bracket with itself vanishes on the image of J . On the other hand,
setting Λr(u) = ruΛ, we have

[πJ, πJ] = [πG∗ + Λr, πG∗ + Λr] = 2[πG∗ , Λr] + [Λr, Λr].

Since πG∗ is multiplicative, [πG∗ , Λr] is right invariant (Proposition 2.16). There-
fore [πJ, πJ] is right invariant on G∗, so it has to be zero everywhere. Hence πJ

is a Poisson structure.

Proof of Lemma 3.20 Recall that every bivector field on a manifold defines
a bracket operation on the space of 1-forms given by Formula (1.3). For the
Lie group G∗, we identify g with the space L∗(G∗) of left invariant 1-forms on
G∗. Then L∗(G∗) is closed under the bracket defined by πG∗ , and the induced
bracket on g by the above identification coincides with the original Lie bracket
on g (Section 2.5, see also [We6]). On the other hand, Formula (1.4) shows that
two bivector fields on G∗ define the same bracket on L∗(G∗) if and only if they
differ by a right invariant bivector field. In particular, πG∗ and πJ define the
same bracket on g ∼= L∗(G∗).

Let { , }πP be the bracket on the space Ω1(P ) of 1-forms on P . Then the
map J : P → G∗ being a momentum mapping means exactly that the map

g −→ Ω1(P ) : X 7−→ J∗X l, where X l ∈ L∗(G∗) and X l(e) = X,

is a Lie algebra homomorphism. (Notice here we have used the nondegeneracy
of πP). Therefore, for any X, Y ∈ g, we have

J∗{X l, Y l}πJ = {J∗X l, J∗Y l}πP .
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Rewritting both sides by using Formula (1.3), we get

dπP(J∗X l, J∗Y l) − σX dJ∗Y l + σY dJ∗X l

= J∗
(
dπJ(X l, Y l) − π#

J (X l) dY l + π#
J (Y l) dX l

)
.

Define a g∗ ∧ g∗-valued function φ on P by

φX,Y = πP(J∗X l, J∗Y l) − J∗πJ(X l, Y l).

By using the Maurer-Cartan equation for the left invariant Maurer-Cartan 1-
form on G∗, we can rewrite the above equation as

(3.2) dφ = Ξφ,

where Ξ is an End(g∗∧g∗)-valued 1-form on P . By our choice of πJ, the function
φ vanishes at the point x0 ∈ P . Since Equation (3.2) is a system of O.D.E’s, its
solution is unique. Hence φ is identically zero. This proves the lemma.

Remark 3.21. Let πJ be defined as in Theorem 3.19. The the map

g −→ χ(G∗) : X 7−→ λJ,X = π#
J (X l)

is a Lie algebra anti-homomorphism into the space of vector fields on G∗ with the
commutator Lie bracket. By Lemma 3.20, we have J∗σX = λJ,X for every X ∈ g.
Therefore when the vector fields λJ,X are complete so that they integrate to a
left action λJ of G on G∗, the momentum mapping J : P → G∗ is equivariant
with respect to the actions σ and λJ. The action λJ is called the left dressing
action of G on G∗ defined by the affine Poisson structure πJ. Affine Poisson
structures will be studied in more detail in Chapter 5.

We now show that the usual Marsden-Weinstein symplectic reduction pro-
cedure can be carried out for Poisson actions with momentum mappings.

Let σ : G× P → P be a left Poisson action on a symplectic manifold P .
Assume that the orbit space G\P is a smooth manifold. By Proposition 3.1,
there is a unique Poisson structure on G\P such that the natural projection
p : P → G\P is a Poisson map. Symplectic leaves in G\P can be described
with the help of a momentum mapping for the action σ.

By definition, symplectic leaves of G\P are the integral submanifolds of the
involutive distribution spanned by Hamiltonian vector fields on G\P . But any
such a vector field on G\P is the push-down by p of the Hamiltonian vector
field of a G-invariant function on P . If J : P → G∗ is a momentum mapping
for σ, then Noether’s Theorem 3.15 implies that the distribution in P spanned
by the Hamiltonian vector fields of G-invariant functions on P is contained in
the distribution defined by the kernel of the differential map of J . At regular
points of J , a dimension count shows that these two distributions coincide.
Therefore if x ∈ P and J(x) = u ∈ G∗ is a regular value of J , the image under
p of the x-connected component of the level surface J−1(u) is the symplectic
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leaf of p(x) in G\P . But J is always equivariant with respect to σ and the
left action λJ of G on G∗ as defined in Remark 3.21. Let Gu be the isotropy
subgroup of G with respect to λJ. Assume that Gu acts on J−1(u) freely and
properly. Then the image under p of J−1(u) can be identified with the quotient
manifold Pu = Gu\J−1(u). Therefore Pu carries a natural symplectic structure
ωu, which, when we regard Pu as the submanifold p(J−1(u)) of G\P , is exactly
the one that makes the connected components of Pu as symplectic leaves of
G\P . Another way to describe this symplectic structure on Pu is that it is
the unique symplectic 2-form ωu on Pu such that p∗uωu = i∗uω, where ω is the
symplectic two form on P, pu : J−1(u) → Pu = Gu\J−1(u) is the natural
projection map, and iu : J−1(u) ↪→ P is the inclusion map. We summarize the
above result in the following theorem.

Theorem 3.22. Let σ : G× P → P be a Poisson action of a Poisson Lie group
G on a symplectic manifold (P, ω). Let J : P → G∗ be a momentum mapping
for σ. Let λJ be the left action of G on G∗ as defined in Remark 3.21. Assume
that u ∈ G∗ is a regular value of J and that Gu acts freely and properly on
J−1(u). Then there is a symplectic 2-form ωu on Pu = Gu\J−1(u) such that
p∗uωu = i∗uω, where pu : J−1(u) → Pu = Gu\J−1(u) is the natural projection
map and iu : J−1(u) ↪→ P is the inclusion map. When G\P is a smooth
manifold and is equipped with the unique Poisson structure such that the natural
projection p from P to G\P is a Poisson map, the connected components of Pu

can be identified with the symplectic leaves in G\P .

3.4 Semi-direct product Poisson structures

In this section, we show that associated with every right Poisson Lie group action
σ : P ×G → P there is a so-called semi-direct product Poisson structure on the
manifold P ×G∗, where G∗ is the dual group of G, which encodes the Poisson
structures on P and G∗, as well as the action σ. More precisely, we will use the
Poisson structure π+ on G×G∗ defined by Formula (2.10 ) in Section 2.4 and
the Poisson reduction procedure to construct semi-direct Poisson structures.

If the dual group G∗ of G also acts on P from the right, then this action
defines a transformation groupoid structure on P × G∗. We will give some
necessary and sufficient conditions for these two structures to be compatible,
making P × G∗ into a Poisson groupoid (see Section 1.2). This result will be
used in Chapter 4 and Section 5.5 to construct symplectic groupoids for Poisson
Lie groups and affine Poisson structures on Lie groups.

Let now σ : P ×G → P : (x, g) 7→ x · g = σ(x, g) be a right Poisson action.
Consider the right action of G×G on P × (G×G∗) by

G×G 3 (h1, h2) : (x, g, u) 7−→ (x · h1, h−1
2 g, u).

By 3) of Proposition 2.36, it is a Poisson action if we equip G×G with the Poisson
structure πG⊕ (−πG) and P × (G×G∗) with πP⊕π+. By identifying G with the
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diagonal of G×G, it becomes a coisotropic subgroup of (G×G, πG ⊕ (−πG)),
and the orbit space of the above action restricted to G can be identified with
the manifold P ×G∗ with the natural projection given by

p : P × (G×G∗) −→ P ×G : (x, g, u) 7−→ (x · g, u).

Therefore by using the method of Poisson reduction as described in Proposition
3.1, we find a unique Poisson structure on P ×G∗ such that the projection p is
a Poisson submersion with πP ⊕ π+ as the Poisson structure on P × (G×G∗).
We denote this Poisson structure on P ×G∗ by πσ.

Proposition 3.23. There is a unique Poisson structure πσ on P × G∗ such
that the map

p : (P × (G×G∗), πP ⊕ π+) 7−→ (P ×G∗, πσ) : (x, g, u) 7−→ (x · g, u)

is a Poisson map. πσ is called the semi-direct Poisson structure on P × G∗

defined by the Poisson action σ.

Remark 3.24. When G has the zero Poisson structure, the semidirect product
Poisson structure on the manifold P × g∗ was introduced in [We2].

Example 3.25. Take σ to be the right action of G on itself by right translations.
Then πσ is simply π+.

As immediate consequences of the definition, we have

Proposition 3.26. With the semi-direct Poisson structure πσ on P ×G∗, the
projections from P ×G∗ to the two factors P and G∗ are both Poisson maps.

Proof By the definition of πσ, the two projections are Poisson if and only if
their compositions with p are Poisson, which is the case by Proposition 2.44.

To derive an explicit formula for πσ, we notice from the formula for π+ in 3)
of Proposition 2.34 that πP⊕ π+ on P × (G×G∗) can be written as the sum of
πP ⊕ (πG ⊕ πG∗) with another bivector field 0⊕ π1, where 0 is the zero bivector
field on P , and π1 is a bivector field on G×G∗ whose value at (g, u) ∈ G×G∗

is determined by lg−1ru−1π1(g, u) = π0, where π0 is a bivector at the point
(e, e) ∈ G×G∗ defined by
(3.3)
π0(ξ1 + X1, ξ2 + X2) = < X1, ξ2 > − < X2, ξ1 >, X1, X2 ∈ g, ξ1, ξ2 ∈ g∗.

Since the map p pushes πP⊕ (πG⊕πG∗) to πP⊕πG∗ on P ×G∗ (because σ is
a Poisson action) , πσ is the sum of πP⊕πG∗ with another term . By calculating
this term out, we get the following explicit formula for πσ:

Proposition 3.27. For x ∈ P, u ∈ G∗ and θx, θ
′
x ∈ T ∗x P, θu, θ

′
u ∈ T ∗uG∗, we

have

πσ(x, u)
(
(θx, θu), (θ

′
x, θ

′
u)

)
= πP(x)(θx, θ

′
x) + π∗G(u)(θu, θ

′
u)

+ < σr∗uθu, θ
′
x > − < σr∗uθ

′
u, θx >,(3.4)
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where for X ∈ g, σX denotes the infinitesimal generator of σ in the direction of
X.

Proposition 3.28. Let e ∈ G∗ be the identity element of G∗. Then P ↪→
P ×G∗ : x 7→ (x, e) is a coisotropic submanifold of (P ×G∗, πσ). The conormal
bundle of P in P ×G∗ can be identified with the trivial vector bundle P ×g, and
the induced Lie algebroid structure on P ×g [We4] is exactly the transformation
algebroid structure defined by σ (see Section 1.2).

Proof It is clear that the conormal bundle of P in P×G∗ can be identified
with the trivial vector bundle P ×g. If x ∈ P and if (0, X), X ∈ g, is a conormal
vector of P at x, then one finds from the formula for πσ that πσ

#(x, e)(0, X) =
(−σX(x), 0). Therefore P ↪→ P×G∗ is coisotropic and the induced Lie algebroid
structure on P × g has σ as its anchor map. Let X̄ and Ȳ ∈ C∞(P, g) be two
smooth sections of the vector bundle P × g. Extend them to 1-forms X̃ and Ỹ
on P ×G∗ by X̃(x, u) = (0, r∗u−1X̄(x)) and Ỹ (x, u) = (0, r∗u−1 Ȳ (x)). Then one
calculates by Formula (1.3) in Section 1.2 that

{X̃, Ỹ } =
(
0, [X̄(x), Ȳ (x)] + (σX̄ · Ȳ )(x)− (σȲ · X̄)(x)

)
,

where σX̄ is the vector field on P defined by σX̄(x) = σX̄(x)(x) and σX̄ · Ȳ
denotes the Lie derivative of the g-valued function Ȳ in the direction of σX̄ .
This induced bracket on C∞(P, g) coincides with the one induced by the trans-
formation algebroid structure on P × g defined by σ (Formula (1.2)). Therefore
these two algebroid structures are the same.

Remark 3.29. By using infinitesimal reduction (Proposition 3.4), one can show
that πσ still defines a Poisson structure even when σ is only an infinitesimal
Poisson action of the Lie-bialgebra (g, g∗) on P .

If the dual group G∗ of G also acts on P from the right by a map

σ
′
: P ×G∗ −→ P : (x, u) 7−→ σ

′
(x, u) = x · u,

then P ×G∗ becomes a transformation groupoid over P (Section 1.2). We recall
that for this groupoid structure, the target and source maps α, β : P ×G∗ → P
are respectively given by:

α : (x, u) 7−→ x, β : (x, u) 7−→ σ
′
(x, u) = x · u,

and the multiplication map by

m : Γ2 = {((x, u), (y, v)) : x ∈ P, u, v ∈ G∗, y = x · u} −→ Γ :
((x, u), (y, v)) 7−→ (x, uv).

We will give some necessary and sufficient conditions for (P×G∗, πσ) to become
a Poisson groupoid [We4]. We first find out some necessary conditions.

Denote by σ
′
: P×G∗ → P the given action of G∗ on P . The Lie groupoid of

the transformation groupoid structure on P ×G∗ defined by σ
′
can be identified
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with the trivial vector bundle P × g∗ with the anchor map, also denoted by σ
′
,

given by
σ
′
: P × g∗ −→ TP : (x, ξ) 7−→ (x, σ

′
ξ(x)),

where σ
′
ξ denotes the infinitesimal generator of σ

′
in the direction of ξ. On the

other hand, we have shown that P ↪→ (P ×G∗, πσ) : x 7→ (x, e) is a coisotropic
submanifold. Identify the conormal bundle of P in P×G∗ with the trivial vector
bundle P × g. Its induced Lie algebroid structure is exactly the transformation
algebroid structure on P × g. In particular, its anchor map, again denoted by
σ, is given by

σ : P × g −→ TP : (x,X) 7−→ (x, σX(x)).

From the general theory of Poisson groupoids [We4], we know that a necessary
condition for (P×G∗, πσ) to be a Poisson groupoid is that −σ

′ ◦σ∗ : T ∗P → TP

be anti-symmetric and equal to π#
P , where σ∗ : T ∗P → P ×g∗ is the dual of the

bundle mapp σ : P × g → TP . Therefore we have the following

Proposition 3.30. If (P × G∗, πσ) is a Poisson groupoid, then for any one
forms θ1 and θ2 on P ,

(3.5) πP(θ1, θ2) = < σ∗θ1, σ
′∗

θ2 >,

where σ∗θ1 ∈ C∞(P, g∗), σ
′∗

θ2 ∈ C∞(P, g), and < , > denotes the pairing
between g and g∗.

Another necessary condition for (P × G∗, πσ) to be a Poisson groupoid is
that the action map σ

′
: (P × G∗, πσ) → (P, πP) be anti-Poisson, for it is the

target map β for the transformation groupoid structure defined by σ
′
.

Lemma 3.31. Assuming Formula (3.5), σ
′
: (P × G∗, πσ) → (P, πP) is anti-

Poisson if and only if σ
′

is a Poisson action of G∗ on P with −πG∗ as the
Poisson structure on G∗.

Proof By the definition of πσ, σ
′
is anti-Poisson if and only if the following

map

ς : (P × (G×G∗), πP⊕π+) −→ (P, πP) : (x, g, u) 7−→ σ
′
(σ(x, g), u) := (x ·g) ·u

is anti-Poisson. Set

ςx : G×G∗ −→ P : (g, u) 7−→ ς(x, g, u)
ςg,u : P −→ P : x 7−→ ς(x, g, u).

ς is anti-Poisson if and only if

−πP((x · g) · u) = ςxπ+(g, u) + ςg,uπP(x), ∀x ∈ P, g ∈ G, u ∈ G∗.

By using the formula for π+ in 3) of Proposition 2.34 and the fact that σ is
Poisson, we can rewrite the above identity as

−πP((x · g) · u) = σ
′
x·gπG∗(u) + σ

′
u(ςx·gπ0 + πP(x · g)).
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Here recall that π0 is a bivector at (e, e) ∈ G × G∗ defined by Formula (3.3).
But condition (3.5) says that 2πP(x · g) + ςx·gπ0 = 0. Hence the above identity
is equivalent to

−πP(y · u) = σ
′
yπG∗(u) − σ

′
uπP(y), ∀y ∈ P, u ∈ G∗.

This in turn is equivalent to the map

σ
′
: (P, πP)× (G∗,−πG∗) −→ (P, πP)

being Poisson.

Theorem 3.32. The manifold P × G∗, equipped with the semi-direct Product
Poisson structure defined by σ and the transformation groupoid structure defined
by σ

′
, is a Poisson groupoid over P is and only if the following conditions hold:

a) for any 1-forms θ1 and θ2 on P ,

πP(θ1, θ2) = < σ∗θ1, σ
′∗θ2 >;

b) σ
′
is a Poisson action of G∗ on P with −πG∗ as the Poisson structure on

G∗;
c) the map

ς : d = g on g∗ −→ χ(P ) : X + ξ 7−→ σ(X) + σ
′
(ξ)

defines an infinitesimal right action of the double Lie algebra d = g on g∗ (Defi-
nition 2.23) on P , i.e., ς is a Lie algebra homomorphism from d into the space
of vector fields on P with the commutator Lie bracket.

The proof of this theorem needs the following lemma.

Lemma 3.33. Let φ : (P, πP) −→ (Q, πQ) be a Poisson map between Poisson
manifolds, and let P1 ⊂ P be a coisotropic submanifold of P . Then the graph
Υφ|P1

of φ|P1 : P1 −→ Q

Υφ|P1
:= {(x, φ(x)) : x ∈ P1} ⊂ P ×Q

is a coisotropic submanifold of (P, πP)× (Q,−πQ) if and only if

πP
](N∗P1) ⊂ kerφ∗,

where N∗P1 ⊂ T ∗P is the conormal bundle of P1 in P , i.e.,

N∗P1 := {(x, θ) : x ∈ P1, θ ∈ T ∗x P, s.t. < θ, TxP1 >= 0} ,

and φ∗ : TP → TQ denotes the differential of the map φ. π]
P(N∗P1) is called

the characteristic distribution of P1 in P .
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Proof of the Lemma 3.33 For simplicity, we denote Υφ|P1
by Υ. Let

N∗Υ ⊂ T ∗(P ×Q) ∼= T ∗P × T ∗Q

be the conormal bundle of Υ in P ×Q. We have

N∗Υ = {(−φ∗β + α, β) : α ∈ N∗P1, β ∈ T ∗Q} .

Therefore, the characteristic distribution of Υ in (P, πP)× (Q,−πQ) is given by

(πP ⊕ (−πQ))] N∗Υ =
{
(−πP

]φ∗β − πP
]α, − πQ

]β) : α ∈ N∗P1, β ∈ T ∗Q
}

.

Thus, Υ is coisotropic in (P, πP)× (Q,−πQ) if and only if

φ∗(−πP
]φ∗β − πP

]α) = − πQ
]β

for all α ∈ N∗P1 and β ∈ T ∗Q. Since φ is a Poisson map, we have

φ∗πP
]φ∗β = πQ

]β,

for all β ∈ T ∗Q. Consequently, Υ is coisotropic if and only if

φ∗πP
] (N∗P1) = 0, or πP

]N∗P1 ⊂ kerφ∗.

Proof of Theorem 3.32 For simplicity, we use Γ to denote the manifold
P ×G∗ with the Poisson structure πσ, and use Γ− to denote P ×G∗ with −πσ

as its Poisson structure.
By definition, Γ is a Poisson groupoid if and only if the graph of the multi-

plication map

m : Γ2 = {((x, u), (y, v)) : y = x · u} −→ Γ : ((x, u), (y, v)) 7−→ (x, uv)

is a coisotropic submanifold of Γ×Γ×Γ−. But m = φ|Γ2 , where φ : Γ×Γ → Γ
is defined by ((x, u), (y, v)) 7→ (x, uv). φ is Poisson by Propositions 3.26 and
2.36. Therefore by Lemma 3.33, Γ is a Poisson groupoid if and only if Γ2 is
a coisotropic submanifold in Γ × Γ and the characteristic distribution of Γ2 in
Γ× Γ is contained in the kernel of the differential map of φ.

If Γ is a Poisson groupoid, then a) and b) hold by Proposition 3.30 and
Lemma 3.31. Conversely, a) and b) imply that the map β×α, where α and β are
respectively the source and target maps for the groupoid structure, is a Poisson
map from Γ×Γ to P−×P , where P− = (P,−πP). Therefore Γ2 = (β×α)−1(∆)
is coisotropic in Γ×Γ, where ∆ ⊂ P−×P is the diagonal of P ×P . Therefore,
assuming a) and b), it remains to show that c) is equivalent to the characteristic
distribution of Γ2 in Γ× Γ being contained in the kernel of the differential map
φ∗ of φ.

Since Γ2 = (β × α)−1(∆), the conormal bundle of Γ2 in Γ× Γ is given by

N∗Γ2 = {(β∗θ, − α∗θ) : θ ∈ T ∗P}.
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Therefore the characteristic distribution of Γ2 in Γ× Γ is given by

π#
σ (N∗Γ2) = {(πσ

#(β∗θ), − πσ
#(α∗θ) : θ ∈ T ∗P}.

Let ((x, u), (y = x · u, v)) ∈ Γ2. A calculation shows that

πσ(x, u)(β∗θ) =
(
0, π#

G∗(u)(σ
′∗
x θ) + ruσ∗xσ

′∗
u θ

)

and
π#

σ (y, v)(α∗θ) = (π#
P (θ), rvσ∗θ),

for any θ ∈ T ∗y P . Therefore, π#
σ (N∗Γ2) ⊂ kerφ∗ if and only if

π#
G∗(u)(σ

′∗
x θ) = luσ∗yθ − ruσ∗xσ

′∗
u θ, ∀x ∈ P, u ∈ G∗, y = x · u and θ ∈ T ∗y P.

Pairing both sides with r∗u−1X ∈ T ∗uG∗, where X ∈ g, and using the formula for
πG∗ in Theorem 2.31, we can rewrite the above identity as

(3.6) σ
′
u−1σX(x · u) = ςx ◦AdūX,

where, ςx also denotes the differential of the map ςx : G × G∗ → P : (g, u) 7→
ς(x, g, u), and G∗ ↪→ D : u 7→ ū is the Lie group homomorphism that integrates
the Lie algebra homomorphism g∗ ↪→ d, and Ad denotes the adjoint action of
D on its Lie algebra d (see notations in Section 2.4). Differentiating u in the
direction of ξ ∈ g∗, we get from Equation (3.6)

(3.7) ςx [ξ,X]d = [σ
′
ξ, σX](x).

This shows that ς : d → χ(P ) : X + ξ 7→ σ(X) + σ
′
(ξ) is a Lie algebra homo-

morphism. By integrating Equation (3.7) and using the connectedness of G∗,
we get back Equation (3.6). This completes the proof.



Chapter 4

Symplectic groupoids of
Poisson Lie groups

In this chapter, we show that every connected Poisson Lie group G has a global
symplectic groupoid. More precisely, we show that when G is the complete and
simply connected, the non-degenerate Poisson structure π+ on the double group
D, together with a transformation groupoid structure defined by the dressing
action, makes D into a symplectic groupoid of G. For a general simply connected
Poisson Lie group G, a symplectic groupoid is defined by an open subset of D.
When G is not simply connected, a symplectic groupoid of G can be realized as
a quotient of that of its universal covering group G̃. Results in Section 4.2 have
been announced in [Lu-We2].

4.1 The complete case

In this section, we assume that (G, π) is a simply connected and complete Pois-
son Lie group. Let D = G on G∗ be its double group. Then each element of D
can be uniquely written as a product of an element in G with an element in G∗.
Let π+ be the Poisson structure on D defined in Section 2.4. By Proposition
2.45, π+ is nondegenerate everywhere. Therefore it defines a symplectic struc-
ture on D. In the language used in Section 3.4, π+ is simply the semi-direct
product Poisson structure on D = G×G∗ defined by the right action σ of G on
G by right translations:

σ : G×G −→ G : (g, h) 7−→ gh.

On the other hand, the left dressing action λ of G∗ on G defines a right
action λ

′
of G∗ on G simply by changing u ∈ G∗ to u−1. More specifically (see

Proposition 2.41), G∗ acts on G from the right by

λ
′
: G×G∗ −→ G : (g, u) 7−→ pτ

1(gu),

41
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where pτ
1 is the projection from D to G given by d = ug 7→ g. Now λ

′
defines

a transformation groupoid structure on D = G × G∗ over G. The following
theorem says that together with the Poisson structure π+ it makes D into a
Poisson groupoid of G. Since π+ is nondegenerate, this is also a symplectic
groupoid over G. This result is stated without proof in [Ka].

Theorem 4.1. (D = G on G∗, π+) is a Poisson (therefore symplectic) groupoid
over G with the structure maps given by

α : D −→ G : α = p1 : gu 7−→ g,

β : D −→ G : β = pτ
1 : gu = ũg̃ 7−→ g̃,

ε : G −→ D : g 7−→ ge, (e is the identity element of G∗),
m : D2 := {(d1, d2) ∈ D ×D : β(d1) = α(d2)} −→ D : (gu = ũg̃, g̃u1) 7−→ guu1,

ι : D −→ D : gu = ũg̃ 7−→ g̃u−1 = ũ−1g.

Proof We only need to check that conditions a), b) and c) in Theorem 3.32
hold. Now a) holds by the definition of the left dressing vector fields, for if
ξ1, ξ2 ∈ g∗ and ξl

1 and ξl
2 are the corresponding left invariant 1-forms on G, then

π(ξl
1, ξ

l
2) = < ξl

1, λξ2 > = − < σ∗ξl
1, λ

∗ξl
2 > = < σ∗ξl

1, λ
′∗ξl

2 > .

b) is equivalent to the left dressing action of G∗ on G being a Poisson action,
which is true by Corollary 3.9. To see that c) is also true, we notice that the
map

ς : dr = g on g∗r −→ χ(G) : X + ξ 7−→ σX + λ
′
ξ

is given by

(σX + λ
′
ξ)(g) = lgX + rgp1Adgξ = rgp1Adg(X + ξ),

which is exactly the infinitesimal generator of the following action of D on G

G×D −→ G : (g, d) 7−→ pτ
1(gd)

in the direction of X + ξ ∈ d. Therefore ς is a Lie algebra homomorphism, i.e.,
c) of Theorem 3.32 holds. Hence (D,π+) is a symplectic groupoid of G.

Similarly for the Poisson Lie group G∗, we have the following theorem.

Theorem 4.2. (D = G on G∗,−π+) is a Poisson (therefore symplectic) groupoid
over G∗ with the structure maps given by

α : D −→ G∗ : α = pτ
2 : gu = ũg̃ 7−→ ũ,

β : D −→ G∗ : β = p2 : gu 7−→ u,

ε : G∗ −→ D : u 7−→ eu (e is the identity element of G),
m : D2 = {(d1, d2) ∈ D ×D : β(d1) = α(d2)} −→ D : (gu, ug1 = g̃ũ) 7−→ gg̃ũ,

ι : D −→ D : gu = ũg̃ 7−→ g−1ũ = ug̃−1.
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Remark 4.3. The two groupoid structures on D = G on G∗ over G and G∗ are
compatible, making D into a double groupoid over G and G∗ [Mcz2].

Remark 4.4. As we have mentioned earlier in this section, the right action that
we use in Theorem 4.1 to define the transformation groupoid structure on D
over G is not exactly the right dressing action of G∗ on G; it is the left dressing
action made into a right action in the natural way. If we use the right dressing
action to define the transformation groupoid structure on D over G, we need
to change the Poisson structure on D in order for them to be compatible. The
one to use in this case is the unique Poisson structure π̃+ on D such that the
map (D, π̃+) → (D,−π+) : gu 7→ u−1g is a Poisson map.

4.2 The general case

In this section, we assume that G is a simply connected Poisson Lie group,
but not necessarily complete. The results in this section have already been
announced in [Lu-We2].

By using the maps φ1 : G → D : g 7→ ḡ and φ2 : G∗ → D : u 7→ ū as defined
in Section 2.4, we form the set Γ :=

{
(g, u, v, h) : g, h ∈ G, u, v ∈ G∗, ḡū = v̄h̄

}
.

It is a regular submanifold of G × G∗ × G∗ × G of dimension 2(dim G). The
following two groupoid structures on Γ constitute a double groupoid over G and
G∗ [Mcz2]:

The first groupoid structure (over G) is given by

α1 : Γ −→ G : (g, u, v, h) 7−→ g

β1 : Γ −→ G : (g, u, v, h) 7−→ h

m1 : Γ ∗1 Γ −→ Γ : (g1, u1, v1, h1) ·1 (g2, u2, v2, h2)
h1=g2= (g1, u1u2, v1v2, h2)

ε1 : G ↪→ Γ : g 7−→ (g, e, e, g)
ι1 : Γ −→ Γ : (g, u, v, h) 7−→ (h, u−1, v−1, g)

The second groupoid structure (over G∗):

α2 : Γ −→ G∗ : (g, u, v, h) 7−→ v

β2 : Γ −→ G∗ : (g, u, v, h) 7−→ u

m2 : Γ ∗2 Γ −→ Γ : (g1, u1, v1, h1) ·2 (g2, u2, v2, h2)
u1=v2= (g1g2, u2, v1, h1h2)

ε2 : G∗ ↪→ Γ : u 7−→ (e, u, u, e)
ι2 : Γ −→ Γ : (g, u, v, h) 7−→ (g−1, v, u, h−1)

To define a symplectic structure on Γ, we first notice that the map Φ : Γ →
D : (g, u, v, h) 7→ ḡū is a local diffeomorphism. Therefore there is a unique
Poisson structure, also denoted by π+, on Γ such that Φ : (Γ, π+) → (D,π+) is
Poisson. By Proposition 2.35, π+ is nondegenerate everywhere on Γ, whence it
defines a symplectic structure ω on Γ. We will show that ω is compatible with
the two groupoid structures. This is equivalent to showing that π+ is compatible
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with the two groupoid structures, i.e., the graphs of the two multiplications are
coisotropic submanifolds of Γ× Γ× Γ−, where Γ− denotes (Γ,−π+) [We2].

Theorem 4.5. The Poisson structure π+ is compatible with the two groupoid
structures on Γ; (Γ, π+) is a Poisson (therefore symplectic) groupoid over G and
(Γ,−π+) is a Poisson (therefore symplectic) groupoid over G∗.

Proof The key point here should be that whether or not a submanifold
of a Poisson manifold is coisotropic is a local property, therefore unchanged
under local diffeomorphism. We are unable to give a proof of this nature at this
moment; the one we give here resembles that of Theorem 3.32.

We first notice that α1 is Poisson and α2 is anti-Poisson. Therefore Γ ∗1 Γ
is a coisotropic submanifold of Γ. Secondly, under the local diffeomorphism
id× id×Φ : Γ×Γ×Γ− → Γ×Γ×D−, the graph of m1 is diffeomorphic to the
graph of the map

m̄1 : Γ ∗1 Γ −→ D : (g1, u1, v1, h1), (g2, u2, v2, h2) 7−→ ḡ1ū1ū2.

But m̄1 = Ψ|Γ∗1Γ, where

Ψ : Γ× Γ −→ D : (g1, u1, v1, h1)(g2, u2, v2, h2) 7−→ ḡ1ū1ū2.

Ψ is Poisson. Hence by definition, it suffices to show that the characteristic
distribution of Γ ∗1 Γ in Γ× Γ lies in the kernel of the differential Ψ∗ of Ψ. Let
(γ1, γ2) = ((g1, u1, v1, h1), (g2, u2, v2, h2)) be an element in Γ ∗1 Γ. A calculation
shows that the characteristic distribution of Γ ∗1 Γ at (γ1, γ2) is given by

N∗(Γ ∗1 Γ)(γ1, γ2) =

=
{
(0, lu1ξ, lv1η, rh1Y ), (rh1Y,−tu2ξ,−rv2η, 0) : Y + η = Adh̄1

ξ, ξ ∈ g∗
}

.

It follows immediately that N∗(Γ ∗1 Γ)(γ1, γ2) ∈ kerΨ. Therefore π+ is com-
patible with the first groupoid structure (over G). The compatibility with the
second one is proved similarly.

See [Mi] for a detailed discussion of symplectic double groupoids over the

2-dimensional Lie group G =
{(

a v
0 1

)
: a > 0, v ∈ R

}
with the multiplica-

tive Poisson structures given in Example 2.5.

Remark 4.6. When a Poisson Lie group G is not simply connected, we consider
its universal covering group G̃. Let Z ⊂ G̃ be the discrete subgroup of the center
of G̃ such that G = Z\G̃. Then there is a unique multiplicative Poisson structure
π̃ on G̃ such that the natural projection form G̃ to G is a Poisson map. In
particular, π̃|Z = 0, thus the left translation by each element of Z preserves π̃. If
Γ is a symplectic groupoid of (G̃, π̃), then the left translation on G̃ by an element
of Z can be lifted to a symplectic groupoid diffeomorphism of Γ [Ct-D-W].
Therefore the group Z acts on Γ by symplectic groupoid diffeomorphisms. The
quotient of Γ by Z gives a symplectic groupoid of G.



Chapter 5

Affine Poisson Structures
on Lie Groups

5.1 What is an affine Poisson structure on a Lie
group?

Affine Poisson structure on Lie groups were first studied in [Da-So]. Most of
the results in this section are restatements of those in [Da-So]. We first define
affine bivector fields on a Lie group. An affine Poisson structure is then defined
by an affine bivector field which is Poisson.

Given a bivector field π on a manifold P , we can define a skew-symmetric
bracket { , } on C∞(P ) by = π(df1, df2). We can also define the bracket on the
space Ω1(P ) of 1-forms on P by Formula (1.3). This is a Lie bracket if and only
if π is a Poisson tensor. But in the first part of this section, we will not assume
that π is Poisson.

Let (P, πP) and (Q, πQ) be two manifolds with given bivector fields πP and
πQ. We say that a map φ : P → Q is a (πP, πQ) morphism if (Tφ)πP = πQ.
When πP and πQ are Poisson tensors this is simply the definition of a Poisson
map.

Definition 5.1. Let G be a Lie group and let π be a bivector field on G. We say
that π is affine if the map G×G×G → G : (g, h, k) 7→ hg−1k is a (−π⊕π⊕π, π)
morphism.

It follows from the definition [We7] that π is affine if and only if

(5.1) π(gh) = lgπ(h) + rhπ(g) − lgrhπ(e), ∀g, h ∈ G,

where e ∈ G is the identity element of G. Define two new bivector fields on G
by

(5.2) πl(g) = π(g)− lgπ(e), πr(g) = π(g)− rgπ(e).

45
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Formula (5.1) implies that π is affine if and only if πl is multiplicative, or
equivalently, if and only if πr is multiplicative.

Notation 5.2. Throughout this section, we will be considering left and right
invariant tensors on a Lie group G. We will use superscript l or r to denote the
left or right translates of a tensor at the identity. For example, for Λ ∈ g∧g, Λl

will denote the left invariant bivector field on G with Λl(e) = Λ.

Assume that G is connected. By differentiating formula (5.1) we get the
infinitesimal criterion that π is affine if and only if LXlπ is left invariant for any
left invariant vector field X l, or equivalently, if and only if LY rπ is right invariant
for any right invariant vector field Y r. Yet another equivalent condition is
obtained by considering the bracket { , } on Ω1(G) defined by Formula (1.3).
For any left invariant vector field X l and left invariant forms ξl

1 and ξl
2 on G,

by Formula (1.4), we know that

(5.3) X l {ξl
1, ξl

2} = (LXlπ)(ξl
1, ξl

2).

It follows that π is affine if and only if the space of left invariant 1-forms on G is
closed under the bracket { , }. Equivalently, π is affine if and only if the space
of right invariant1-forms on G is closed under the bracket { , }.
Definition 5.3. A Poisson structure π on a Lie group G is said to be affine if
π is an affine bivector field on G, i.e., if the map (G × G × G, (−π) ⊕ π ⊕ π) :
(x, y, z) 7→ yx−1z is a Poisson map.

Remark 5.4. Any Lie group G can be regarded as an affine space [We7] with
the set of parallelograms given by ∆ = {(x, y, z, yx−1z) : x, y, z ∈ G}. An affine
Poisson structure on G is a Poisson structure that makes G into an affine object
in the category of Poisson manifolds.

Notation 5.5. We will use L∗(G) (resp. R∗(G)) to denote the space of left
(resp. right) invariant 1-forms on G.

Given an affine Poisson structure π, the bracket { , } on the space of 1-forms
on G defined by Formula (1.4) is a Lie bracket. But π being affine implies that
both L∗(G) and R∗(G) are closed under { , }, so they have induced Lie algebra
structures. By identifying g∗ ∼= L∗(G) and g∗ ∼= R∗(G), we get two Lie algebra
structures on g∗. Now Formula (5.3) further implies that the Lie bracket on
g∗ obtained by identifying g∗ ∼= L∗(G) is actually the same as the one defined
by the linearization of the multiplicative πr at the identity element e. For this
reason, we denote this Lie bracket on g∗ by [ , ]r. Similarly, the Lie bracket
on g∗ induced by identifying g∗ ∼= R∗(G) will be denoted by [ , ]l. In general
[ , ]r 6= [ , ]l. In fact, [ , ]r = [ , ]l if and only if πl = πr, or if and only if
π(e) ∈ g ∧ g is ad-invariant.

The above discussion also shows that when π is affine Poisson, the two
multiplicative bivector fields πl and πr are both Poisson (first proved in [Da-So]),
the reason being that a multiplicative bivector field is Poisson if and only if its
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linearization at the identity element defines a Lie bracket on the dual space of
the Lie algebra (Theorem 2.18).

Conversely, if π is an affine bivector field on G such that πl is Poisson, then
the Schouten bracket of π with itself can be computed as

[π, π] = [πl + (π(e))l, πl + (π(e))l] = 2[πl, (π(e))l] + [(π(e))l, (π(e))l].

Notice that each term on the right hand side of the above formula is left invari-
ant. Therefore [π, π] is left invariant, and it is identically zero if and only if it
is zero at one point. Denote π(e) by Λ. We have used the notation [Λ, Λ] to
denote [Λl, Λl](e) ∈ g ∧ g ∧ g (Formula (2.3)). Its explicit formula is given by

[Λ, Λ](ξ, η, µ) = 2(< ξ, [Λη, Λµ] > + < η, [Λµ, Λξ] > + < µ, [Λξ, Λη] >),

for ξ, η, µ ∈ g∗. We will use δl(Λ) to denote [πl, Λl](e) ∈ g∧ g∧ g. Here we have
extended δl to a linear map from g ∧ g to g ∧ g ∧ g. In fact, for any positive
integer k, we can extend δl to a linear map Λkg → Λk+1g in the following
way: for any K ∈ Λkg, let K̄ be any k-vector field with K̄(e) = K. Since
πl(e) = 0, the value at e of [πl, K̄] does not depend on the choice of K̄. The
map Λkg → Λk+1g : K 7→ [πl, K̄](e) is then a linear extension of δl. We still use
δl to denote this extension. It has the following product rule:

(5.4) δl(K ∧ L) = δl(K) ∧ L + (−1)kK ∧ δl(L).

By using Formula (1.1), we get the explicit formula for δl(Λ) = [πl, Λl](e) ∈
g ∧ g ∧ g as following:
(5.5)
δl(Λ)(ξ, η, µ) = − < [ξ, η]l, Λµ > − < [η, µ]l,Λξ > − < [µ, ξ]l, Λη >, ξ, η, µ ∈ g∗.

We summarize the above results in the following theorem.

Theorem 5.6. [Da-So] Let π be an affine bivector field on G, and let πl and
πr be the multiplicative bivector fields on G defined by Formula (5.2). Then

1) if π is Poisson, then πl and πr are both Poisson;
2) in fact, πl (resp. πr) is Poisson if and only if [π, π] is left (resp. right)

invariant. Therefore when πl or πr is Poisson and when π is Poisson at one
point on G, i.e., if [π, π] vanishes at one point on G, then π is Poisson.

3) when πl is Poisson, the value of [π, π] at the identity is given by 2[δl, Λ]+
[Λ, Λ]. Therefore π is Poisson in this case if and only if 2[δl, Λ] + [Λ, Λ] = 0.

Definition 5.7. The Poisson Lie groups Gl = (G, πl) and Gr = (G, πr) are
respectively called the left and right Poisson Lie groups associated with π. We
also say that the two multiplicative Poisson structures πl and πr are related
by the affine Poisson structure π. Denote (g∗, [ , ]l) by g∗l and (g∗, [ , ]r) by
g∗r . Then (g, g∗l ) and (g, g∗r) are respectively the Lie bialgebras of (G, πl) and
(G, πr). We call them the left and right Lie bialgebras associated with π.

Proposition 5.8. Both the left action of (G, πl) on (G, π) by left translations
and the right action of (G, πr) on (G, π) by right translations are Poisson ac-
tions.
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Proof Let g, h ∈ G. Then by Formula (5.1),

π(gh) = lgπ(h) + rhπl(g) = rhπ(g) + lgπr(h).

Therefore the two actions are both Poisson.

Proposition 5.9. Let π be an affine Poisson structure on a Lie group G. Define
a new bivector field πop by

πop = π − (
π(e)l + π(e)r

)
.

Then πop is also an affine Poisson structure on G. Moreover, πop
l = πr, πop

r =
πl and (πop) = π. We call πop the opposite affine Poisson structure of π.

Proof The only nontrivial part is to prove that πop is Poisson. Denote
π(e) by Λ. Then

[πop, πop] = [π − Λl − Λr, π − Λl − Λr]
= −2[π, Λl] + [Λl,Λl]− 2[π,Λr] + [Λr, Λr]
= [πl, πl] + [πr, πr] = 0.

Hence πop is Poisson.

Example 5.10. Let G be any Lie group with Lie algebra g. Let Λ ∈ g ∧ g be
arbitrary. Define a bivector field π by π(g) = lgΛ. Then πl = 0, πr = Λl − Λr

and πop = −Λr. π is Poisson if and only if Λ satisfies the classical Yang-Baxter
Equation [Λ, Λ] = 0 (see Definition 2.7. Let Γ ∈ g ∧ g be another bivector.
Define π = Λl + Γr. Then πl = Γr − Γl, πr = Λl −Λr and πop = −(Λr + Γl). π
is Poisson if and only if

0 = [π, π] = [Λl + Γr, Λl + Γr] = [Λl,Λl] + [Γr, Γr] = [Λ, Λ]l − [Γ, Γ]r.

Hence π is Poisson if and only if Adg[Λ, Λ] = [Γ,Γ] for all g ∈ G. In particular,
for g = e, we get [Λ,Λ] = [Γ,Γ], and so both [Λ,Λ] and [Γ, Γ] are Ad-invariant.

For more (especially 3-dimensional) examples, see [Da-So].

5.2 Equivalent multiplicative Poisson structures

In this section, we show that affine Poisson structures on Lie groups give rise to
a natural equivalence relation between multiplicative Poisson structures.

Definition 5.11. We say that two multiplicative Poisson structures π1 and
π2 on a Lie group G are equivalent if they are related by some affine Poisson
structure on G.

We need to prove that the relation defined in Definition 5.11 is really an
equivalence relation. It is clearly reflexive. Proposition 5.9 says that it is also
symmetric. It remains to show that it is transitive. Assume that π1 ∼ π2
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and π2 ∼ π3, i.e., there are affine Poisson structures π and π
′

on G such that
π1 = πl, π2 = πr = π

′
l and π3 = π

′
r. Let π(e) = Λ and π

′
(e) = Γ. Define

π
′′

= π2 + Λr + Γl. Then π1 and π3 are related by π
′′
. Furthermore, we have

[π
′′
, π

′′
] = [π2 + Λr + Γl, π2 + Λr + Γl]

= 2[π2, Λr] + [Λr, lr] + 2[π2,Γl] + [Γl, Γl]

= [π, π] + [π
′
, π

′
]

= 0.

Hence π
′′

is Poisson. Therefore the relation defined in Definition 5.11 is an
equivalence relation on multiplicative Poisson structures on G.

The above defined equivalence relation among multiplicative Poisson struc-
tures has an infinitesimal counterpart, namely an equivalence relation among
Lie bialgebras.

Definition 5.12. We say that two Lie bialgebras (g, g∗, δ1) and (g, g∗, δ2) (over
the same Lie algebra g) are equivalent if there exists Λ ∈ g ∧ g such that

1) δ2(X) = δ1(X) + adXΛ ∈ g ∧ g, ∀X ∈ g,
2) 2δ1(Λ) + [Λ,Λ] = 0 ∈ g ∧ g ∧ g.

We have seen that the left and right Lie bialgebras of an affine Poisson
structure on a Lie group are equivalent. The converse is also true.

Theorem 5.13. Two Lie bialgebras are equivalent if and only if they occur as
the left and right Lie bialgebras of an affine Poisson structure on a Lie group.

Proof Assume that (g, g∗, δi), i = 1, 2, are two equivalent Lie bialgebras
with δ2(X) = δ1(X) + adXΛ for X ∈ g and some Λ ∈ g ∧ g. Let G be the
connected and simply connected Lie group with g as its Lie algebra. By The-
orem 2.21, there exist two multiplicative Poisson structures π1 and π2 on G
whose derivatives at the identity element e of G are respectively δ1 and δ2. Now
define a bivector field π on G by π = π1 + Λl. Then

[π, π] = [π1 + Λl, π1 + Λl] = (2δ1(Λ) + [Λ, Λ])l = 0.

Hence π is Poisson. It remains to prove that πr = π2. Notice that π1 − π2 and
Λr − Λl are both multiplicative and that their derivatives at e are the same.
Therefore by the uniqueness statement of Theorem 2.21, π1 − π2 = Λr − Λl.
Hence πr = π2. Consequently (g, g∗, δ1) and (g, g∗, δ2) are the left and right Lie
bialgebras of the affine Poisson structure π on G.

Remark 5.14. Two different affine Poisson structures on a Lie group could
define the same pair of left and right Lie bialgebras. For example, let G be a
connected Lie group such that there exists an ad-invariant Λ 6= 0 ∈ g∧g. Define
π on G by π = Λl. Then πr = 0 and πl = 0. Hence π and π

′ ≡ 0 define the
same left and right Lie bialgebras. But of course, if two affine Poisson structures
are equal at the identity element, then they are equal everywhere if and only if
they induce the same left and right Lie bialgebras.
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The equivalence of Lie bialgebras defined above is best seen in terms of their
corresponding Manin triples (Definition 2.29).

Recall that a Manin pair [Dr3] consists of a pair of Lie algebras (d, g) together
with a nondegenerate invariant scalar product < , > on d such that g (with
its original Lie bracket) is an isotropic subalgebra of d. Here isotropic means
that < g, g >= 0. A Manin triple (Definition 2.29) is simply a Manin pair
(d, g, < , >) together with a given choice of an isotropic complementary
subalgebra h of g in d. Manin triples are in one to one correspondence with Lie
bialgebras. The Manin pair (d, g, < , >) defined by a Lie bialgebra (g, g∗, δ)
is given by taking d = g on g∗, the double Lie algebra of (g, g∗, δ) (Definition
2.23), and < , > the scalar product defined by

< X + ξ, Y + η > = η(X) + ξ(Y ).

The special choice of g∗ as an isotropic complementary subalgebra of g makes
it into a Manin triple.

Theorem 5.15. Two Lie bialgebras (g, g∗, δ1) and (g, g∗, δ2) are equivalent if
and only if they define the same Manin pair (d, g, < , >), corresponding to
two different choices of an isotropic complementary subalgebra of g in d.

Proof Let d = g on g∗ be the double Lie algebra of (g, g∗, δ1), and we denote
its Lie bracket by [ , ]. Any choice of an isotropic complementary subspace of g
in d is given by the graph of a linear anti-symmetric map −Λ : g∗ → g, namely
the subspace hΛ = {−Λξ + ξ : ξ ∈ g∗}. If hΛ is closed with respect to the Lie
bracket in d, so that it becomes an isotropic complementary subalgebra of g in
d, then (d, g, hΛ) becomes a Manin triple, and it defines a second Lie bialgebra
structure over g. For ξ, η ∈ g∗, we have, by Formula (2.7),

[−Λξ + ξ, − Λη + η] = [Λξ, Λη]− ad∗ξΛη + ad∗ηΛξ + [ξ, η]− ad∗Λξη + ad∗Ληξ.

Therefore the 1-cocycle δ2 : g → g ∧ g that will define the second Lie bialgebra
structure is given by

δ2(X)(ξ, η) = < [ξ, η]− ad∗Λξη + ad∗Ληξ, X >

= < [ξ, η], X > − < η, [X, Λξ] > + < ξ, [X, Λη] >

= < [ξ, η], X > + < ad∗Xη, Λξ > − < ad∗Xξ, Λη >

= < [ξ, η], X > + (adXΛ)(ξ, η)
= (δ1(X) + adXΛ)(ξ, η).

Therefore δ2(X) = δ1(X)+ adXΛ for all X ∈ g. Now hΛ is closed under the Lie
bracket in d if and only if for all ξ, η ∈ g∗,

Λ([ξ, η] − ad∗Λξη + ad∗Ληξ) + [Λξ, Λη] − ad∗ξΛη + ad∗ηΛξ = 0.

Pairing with µ ∈ g∗, this is equivalent to

< ξ, [Λη, Λµ] > − < Λξ, [η, µ] > + c.p.(ξ, η, µ) = 0.
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where the last term means the sum of the remaining cyclic permutations of ξ, η
and µ. Comparing with the formulas (2.3) and (5.5), we see that this means
exactly that 2δ1Λ + [Λ, Λ] = 0.

Corollary 5.16. Let (g, g∗l ) and (g, g∗r) be the left and right Lie bialgebras of
an affine Poisson structure π on G. Let dr = g on g∗r and dl = g on g∗l be their
double Lie algebras. Let π(e) = Λ ∈ g ∧ g. Then the map

κ : dr = g on g∗r −→ dl = g on g∗l : X + ξ 7−→ X − Λξ + ξ,

is a Lie algebra isomorphism. In particular, its restriction to g∗r:

κ : g∗r −→ dl = g on g∗l : ξ 7−→ −Λξ + ξ

identifies g∗r with a Lie subalgebra of dl.

As in the case of multiplicative Poisson structures, we can recover the Poisson
structures π, πl and πr, through an integration procedure, in terms of their
infinitesimal counterparts. Let dl = g on g∗l be the double Lie algebra of (g, g∗l ),
and let
(5.6)
p1 : dl = g on g∗l −→ g : X + ξ 7−→ X, p2 : dl = g on g∗l −→ g : X + ξ 7−→ ξ

be the projections from dl to g and g∗l . Let Dl be the simply connected Lie
group with Lie algebra dl. We will use Ad to denote the adjoint action of Dl on
d. Finally, let

G −→ Dl : g 7−→ ḡ, G∗l −→ Dl : v 7−→ v̄,

and
κ : G∗r −→ Dl : u 7−→ κ(u)

be the Lie algebra homomorphisms that respectively integrate the Lie algebra
inclusions g ↪→ dl, g∗l ↪→ dl and κ : g∗r ↪→ dl : ξ 7→ −Λξ + ξ. We have

Proposition 5.17. With the notations as above, the affine Poisson structure π
and its left and right multiplicative Poisson structures πl and πr are respectively
given by

lg−1π(g)(ξ1, ξ2) = Λ(ξ1, ξ2)+ < p1Adḡξ1, p2Adḡξ2 >(5.7)
rv−1πG∗l (v)(X1, X2) = p1Adv̄−1X1, p2Adv̄−1X2 >(5.8)
ru−1πG∗r (u)(X1, X2) = < p1Adκ(u)−1X1, p2Adκ(u)−1X2 >

+ < Λp2Adκ(u)−1X1, p2Adκ(u)−1X2 >,(5.9)

where g ∈ G, v ∈ G∗l , u ∈ G∗r , X1, X2 ∈ g and ξ1, ξ2 ∈ g∗.

Proof Follows immediately from Theorem 2.31.
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5.3 Dressing transformations

As in the case of multiplicative Poisson structures, we also have dressing trans-
formations on a Lie group with an affine Poisson structure.

Let π be an affine Poisson structure on a Lie group G. Let π# be the bundle
map from T ∗G to TG given by π(ω1, ω2) =< ω1, π

#ω2 >. For ξ ∈ g∗, we use
ξl and ξr to respectively denote the left and right invariant 1-forms on G with
value ξ at e. Then the maps

λ : g∗r −→ χ(G) : ξ 7−→ π#(ξl)
ρ : g∗l −→ χ(G) : ξ 7−→ −π#(ξr)

are respectively Lie algebra anti-homomorphism and Lie algebra homomor-
phism.

Definition 5.18. We call λ(ξ) := λξ (resp. ρ(ξ) := ρξ) the left (resp. right)
dressing vector on G corresponding to ξ ∈ g∗. We call λ (resp. ρ) the left (resp.
right) infinitesimal dressing action of g∗r (resp. g∗l ) on G. Integrating λ (resp. ρ)
gives rise to a local (global if the dressing vector field are complete) left (resp.
right) action of G∗r (resp. G∗l ) on G. This action is called the left (resp. right)
dressing action on G, and we say that the dressing actions consist of dressing
transformations.

Remark 5.19. For a Poisson Lie group (G, π), the definitions given here coin-
cide with the ones given in Section 2.5.

Remark 5.20. Notice our “left” and “right” convention here. The left Poisson
Lie group Gl = (G, πl) acts on (G, π) from the left by left translations. But
its dual Poisson Lie group G∗l acts on (G, π) form the right by right dressing
transformations. The same is true when left and right are interchanged.

It is clear from the definition that the orbits of the dressing actions are
exactly the symplectic leaves of G.

Definition 5.21. An affine Poisson structure on G is said to be left (resp.
right) complete if its left (resp. right) dressing vector fields are complete.

Theorem 5.22. When an affine Poisson structure π on a Lie group G is left
(resp. right) complete, the left (resp. right) dressing action of G∗r (resp. G∗l ) on
G is a Poisson action. The identity map of G is a (non-equivariant) momentum
mapping for the dressing action.

Proof By definition, the identity map of G is a (non-equivariant) momentum
mapping for the left dressing action. The Maurer-Cartan equation for the left
invariant Maurer-Cartan 1-form then implies that the left dressing action is
Poisson. Similar, the right dressing action is also Poisson.

The next proposition shows that if the left multiplicative Poisson structure
πl is complete, then all the left dressing vector fields for π are also complete, so
π is left complete. I do not know whether the converse is true.
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Assume that π is an affine Poisson structure on G such that πl is complete
as a multiplicative Poisson structure (Definition 2.39). Let dl = g on g∗l be the
double Lie algebra defined by its tangent Lie bialgebra (g, g∗l , δl), and let Dl be
its double Lie group. The Lie algebra homomorphism (see Corollary 5.16)

κ : g∗r −→ dl = g on g∗l : ξ 7→ −Λξ + ξ

integrates to a Lie group homomorphism κ : G∗r → Dl : u 7→ κ(u). Let pτ
1 :

Dl → G be the projection from Dl to G defined by pτ
1(d) = g if d = vg for

v ∈ G∗l and g ∈ G.

Proposition 5.23. If πl is complete as a multiplicative Poisson structure on G
(Definition 2.39), then π is left complete. In fact, with the notations as above,
the left dressing action of G∗r on G is given by

λ : G∗r ×G −→ G : (u, g) 7−→ pτ
1(gκ(u)−1).

Proof Since κ is a Lie group homomorphism, the map λ given as above
defines a right action. For each ξ ∈ g∗, the infinitesimal generator ξG of this
action in the direction of ξ is calculated as follows: for g ∈ G,

ξG(g) =
d

dt
|t=0 pτ

1

(
gκ(exp(−tξ)−1)g−1

)

= −rgp1Adg(−Λξ + ξ)
= lgΛξ − rgp1Adgξ

= π#
l (ξl)(g) + (Λl)#(ξl)(g)

= π#(ξl)(g),

which is precisely the left dressing vector field defined by ξ. Therefore λ as
defined is the left dressing action.

Example 5.24. Consider a left invariant Poisson structure π = Λl on a Lie
group G, where Λ ∈ g∧g satisfies the classical Yang-Baxter Equation (Definition
2.7). Then πl = 0, so Gl = G has the zero Poisson structure and its dual Poisson
Lie group G∗l is simply the linear space g∗ with its linear Poisson structure. The
double Lie algebra dl is simply the semi-direct product Lie algebra G× 1

2
g∗ with

respect to the coadjoint action of G on g∗.

5.4 Poisson cohomology of affine Poisson struc-
tures

Recall that the Poisson cohomology of a Poisson manifold (P, π) is the cohomol-
ogy of the chain complex of multivector fields on P with the boundary operator
given by the Schouten bracket with π [Ku]. It is also given as the Lie algebroid
cohomology [Mcz1] of the Lie algebroid structure on the cotangent bundle T ∗P
defined by π.
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We will show in this section that for an affine Poisson structure π on a
Lie group G, the Lie algebroid structure on T ∗G is that of the transformation
groupoid of the right (or left) dressing action, and its cohomology becomes Lie
algebra cohomology of its dual Lie algebra.

We first recall the notion of transformation Lie algebroid [Mcz1]. Let h →
χ(P ) : ξ 7→ ξP , ξ ∈ h be a right infinitesimal action of a Lie algebra h on a
manifold P . There is a Lie algebroid structure on the trivial vector bundle
P × h with the anchor map given by ρ : P × h → TP : (x, ξ) 7→ ξP (x) and the
Lie bracket on Sect (P × h) = C∞(P, h) given by

{ξ, η} = [ξ, η]h + ρ(ξ)η − ρ(η)ξ,

where the first term on the right hand side denotes the pointwise bracket in h,
and the second term denotes the derivative of the h-valued function η in the
direction of the vector field ρ(ξ). If H is a Lie group with Lie algebra h and
if P ×H → P is an action of H on P which integrates the given infinitesimal
action, then the Lie algebroid of the transformation groupoid structure on P×H
[Mcz1] is described as above.

Proposition 5.25. Assume that π is an affine Poisson structure on a Lie group
G. Identify T ∗G ∼= G× g∗ via right translations:

T ∗G 3 (g, ξg) 7−→ (g, r∗gξg) ∈ G× g∗.

The Lie algebroid structure on T ∗G defined by π coincides with the one on
G× g∗ defined by the right infinitesimal dressing action of g∗l on G. Similarly,
by identifying T ∗G ∼= G× g∗ via left translations

T ∗G 3 (g, ξg) 7−→ (g, l∗gξg) ∈ G× g∗,

the Lie algebroid structure on G × g∗ defined by π coincides with the one on
G× g∗ defined by minus the left infinitesimal dressing action of g∗r on G.

Proof If we identify T ∗G with G × g∗ by right translations, the bundle
map −π# becomes the map G × g∗ → TG : (g, ξ) 7→ ρ(ξ)(g), where ρ denotes
the right infinitesimal dressing action of g∗l on G. We need to describe the Lie
bracket on Sect(g∗ ×G) = C∞(G, g∗) induced by π. Let ξ, η ∈ C∞(G, g∗), and
let ξ̄ and η̄ be the corresponding sections of T ∗G. Let Xr be a right invariant
vector field on G with value X at e. By Formula (1.4),

Xr {ξ̄, η̄} = (LXrπ)(ξ̄, η̄) + ρ(ξ) < η,X > −ρ(η) < ξ,X > .

But since LXrπ is right invariant, we get, for any g ∈ G,

(LXrπ)(ξ̄, η̄)(g) = (LXrπ)(e)(ξ(g), η(g)) = (LXrπl)(e)(ξ(g), η(g)) = [ξ̄, η̄]l.

Therefore

Xr {ξ̄, η̄} = [ξ, η]l + ρ(ξ) < η,X > −ρ(η) < ξ,X > .
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Comparing with Formula (1.4), we see that the induced Lie bracket on C∞(G, g∗)
is precisely the one induced by the right infinitesimal dressing action of g∗l on
G.

We now show that the Lie algebroid cohomology of a transformation alge-
broid can be realized as Lie algebra cohomology.

Let h → χ(P ) : ξ 7→ ξP , ξ ∈ h be a right infinitesimal action of a Lie algebra
h on a manifold P . Let A be the corresponding transformation algebroid. As a
vector bundle, A is the trivial bundle P × h over P . The action ρ : h → ξ(P )
defines a h-module structure on the vector space C∞(P ) by (ξ, f) 7→ ρ(ξ) · f .

Proposition 5.26. The Lie algebroid cohomology of the transformation alge-
broid A = P×h with the trivial coefficient R is exactly the Lie algebra cohomology
of h with coefficient in the h-module C∞(P ).

Proof We will use C = {Cn, dC} and L = {Ln, dL} to denote respectively
the chain complexes for the Lie algebroid cohomology of A with coefficients in R
and the Lie algebra cohomology of h with coefficient in C∞(P ). By definition,
Cn = Sect ∧n A∗. But since A∗ is the trivial bundle P × h∗, we can identify

Cn ∼= C∞(P,∧nh∗) ∼= homR(∧nh, C∞(P )) = Ln.

The explicit formula for the identification is given by

ω 7→ ω̄ : ω̄(ξ1, ..., ξn)(x) = ω(x)(ξ̃1, ..., ξ̃n),

where for ξ ∈ g, ξ̃ denotes the corresponding constant section of A. It remains
to show that the boundary operator dC becomes dL under this identification.
Since dC and dL have the same product rules, we only need to check this on C0

and C1. Using the fact that the bracket of two constant sections of A is again
constant, this can be proved directly from the definitions of dC and dL and the
explicit formula for the identification.

Corollary 5.27. The Poisson cohomology of an affine Poisson structure π on a
Lie group G is equal to the Lie algebra cohomology of its left dual Lie algebra g∗l
with coefficients in C∞(G), where the g∗l -module structure on C∞(G) is defined
by the right dressing action of g∗l on G.

5.5 Symplectic groupoids of affine Poisson struc-
tures

We give in this section a construction of symplectic groupoids for affine Poisson
structures similar to that for multiplicative Poisson structures.

Let π be an affine Poisson structure on a Lie group G. Let

σ : (G, π)× (G, πr) −→ (G, π) : (g, h) 7−→ gh

be the right action of Gr = (G, πr) on (G, π) by right translations. σ is a
Poisson action by Proposition 5.8. Using σ, we can construct a semi-direct
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product Poisson structure πσ on G × G∗r as described in Section 3.4. Let π+,r

be the natural Poisson structure on G × G∗r defined by Formula (2.10). Then
by definition, πσ is the unique Poisson structure on G×G∗r such that the map

(G× (G×G∗r), πG ⊕ πσ) −→ (G×G∗r , πσ) : (g, (h, u)) 7−→ (gh, u)

is Poisson. An explicit formula for πσ is given as follows: for g ∈ G, u ∈
G∗r , X1, X2 and ξ1, ξ2 ∈ g∗,

(
(lg−1 ◦ ru−1)π+(g, u)

)
(ξ1 + X1, ξ2 + X2)

= < X1, ξ2 > − < X2, ξ1 > + lg−1π(g)(ξ1, ξ2) + ru−1πG∗r (u)(X1,(5.10)

We remark that πσ is simply π+,r plus a “magnetic term” πm which is given by

lg−1ru−1πm(g, u)(ξ1 + X1, ξ2 + X2) = Λ(Ad∗g−1ξ1, Ad∗g−1ξ2),

where Λ = π(e).
Assume now that πl = π − Λl is complete as a multiplicative Poisson struc-

ture. As we have proved in Proposition 5.23, π is then complete, i.e., the left
dressing dressing vector fields on G are all complete, and the left dressing action
λ of G∗r on G can be explicitly given by in terms of the Lie group homomorphism
κ : G∗r ↪→ Dl and the factorization of Dl = G ·G∗l = G∗l ·G. We use λ

′
to denote

the right action of G∗r on G obtained from λ by changing u ∈ G∗l to u−1. We
will still use the same letter to denote the infinitesimal actions corresponding to
λ and λ

′
: infinitesimally, we have λ

′
= λ.

Theorem 5.28. 1) When πl is complete as a multiplicative Poisson structure
on G, the semidirect product Poisson structure πσ on G × G∗r defined by σ is
non-degenerate.

2) The manifold G × G∗r equipped with the Poisson structure πσ and the
transformation groupoid structure defined by the right action λ

′
is a Poisson

(therefore symplectic) groupoid of (G, π).

Proof The proof of 1) is similar to that of Proposition 2.35. Assume that
πl is complete. First by Proposition 5.17 and the notations therein, we get the
following formula for πσ:

(
(lg−1 ◦ ru−1)π+(g, u)

)
(ξ1 + X1, ξ2 + X2)

= < X1, Adκ(u)p
′
2Adκ(u)−1(X2 − Λξ2 + ξ2) >

+ < ξ1, Adg−1p1Adg(X2 − Λξ2 + ξ2) >,(5.11)

where p
′
2 : dl → dl : X + ξ 7→ −Λξ + ξ. Let g ∈ G, u ∈ G∗r . If X ∈ g and ξ ∈ g∗

are such that
(
(lg−1 ◦ ru−1)πσ(g, u)

)
(ξ1 + X1, ξ + X) = 0

for all ξ1 ∈ g∗ and X1 ∈ g, then by the above formula,

Adκ(u)p
′
2Adκ(u)−1(X − Λξ + ξ) = 0

Adg−1p1Adg(X − Λξ + ξ) = 0,
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or, since the kernels of p
′
2 and p2 are the same,

p2Adκ(u)−1(X − Λξ + ξ) = 0
p1Adg(X − Λξ + ξ) = 0.

Hence there exist Y ∈ g and η ∈ g∗ such that

dκ(u)Y = X − Λξ + ξ = Adg−1η.

Since πl is complete, every element of Dl can be written as a product of some
element in G∗l and some element in G. Let gκ(u) = vh for v ∈ G∗l and h ∈ G.
Then AdhY = Adv−1η. Hence Y = 0 and η = 0. It follows that X = 0 and
ξ = 0. This show that πσ is non-degenerate.

To prove 2), we only need to show that conditions a), b) and c) in Theorem
3.32 are satisfied. As with multiplicative Poisson structures (see the proof of
Theorem 4.1), a) follows from the definition of the left dressing vector fields,
and b) follows from the fact that the left dressing action is a Poisson action
(Theorem 5.22). Now c) is a consequence of Corollary 5.16, for the map ς in
condition c) simply defines the infinitesimal action of dr on G that corresponds
to the following group action on G of the (right) double group Dr:

Dr 3 d : g 7−→ pτ
1(gd).

Remark 5.29. Without the completeness assumption on π, we can still con-
struct a symplectic groupoid for (G, π) in a way similar to that for incom-
plete multiplicative Poisson structures (Section 4.2). More precisely, let G →
Dl : g 7→ ḡ, G∗l → Dl : v 7→ v̄ and κ : G∗r → Dl : u 7→ κ(u) be the Lie
group homomorphisms which respectively integrate the Lie subalgebra inclu-
sions g ↪→ dl, g∗l ↪→ dl, and κ : g∗r ↪→ dl. Consider the set

Γ =
{
(g, u, v, h) : g, h ∈ G, u ∈ G∗r , v ∈ G∗l , ḡκ(u) = v̄h̄

}
.

It is a regular submanifold of G×G∗r ×G∗l ×G of dimension 2(dim G), and it
is locally diffeomorphic to G × G∗r by the map (g, u, v, h) 7→ (g, u). Therefore
it has a Poisson structure defined by πσ on G × G∗r . The proof of Theorem
5.28 shows that this Poisson structure on Γ is nondegenerate everywhere, so it
defines a symplectic structure ω on Γ. The following groupoid structure on Γ,
together with ω, makes Γ into a symplectic groupoid of (G, π):

α : Γ −→ G : (g, u, v, h) 7−→ g

β : Γ −→ G : (g, u, v, h) 7−→ h

m : Γ ∗ Γ −→ Γ : (g1, u1, v1, h1) ·1 (g2, u2, v2, h2)
h1=g2= (g1, u1u2, v1v2, h2)

ε : G ↪→ Γ : g 7−→ (g, e, e, g)
ι : Γ −→ Γ : (g, u, v, h) 7−→ (h, u−1, v−1, g).
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