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[ and T,

Shannon-type inequalities
For any A, B C N,

H(XA) >0,
H(X4) < H(Xp) if AC B,
H(X4) + H(Xg) > H(XanB) + H(X4uB)-

Polymatroidal region:I',

fh={hcH,: h(A) >
h(A) < h(B), if AC B,
h(A) +h(B) > h(AN B) + h(AU B)}.
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[ and T,

Relations between '} and I,

» % C Iy, [Fujishige 78]

> I'; = rg,

» [3C I3, but r*;; = I'3,[Zhang and Yeung 97, Matd% 06, Chen
and Yeung 12]

» =T, n<3,

» T C T, n>4, due to the existence of non-Shannon-type
information inequalities.[Zhang and Yeung 98]
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non-Shannon-type inequalities
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Partition-symmetrical entropy functions and their
applications to secrect-sharing?

!Q. Chen and R. W. Yeung, “Partition-Symmetrical Entropy functions,” to
appear in IEEE Transactions on Information Theory.



Permutation groups and partition groups

Permutation group

» Permutation o: A bijection from N = {1,--- , n} to NV itself

» Symmetric group S,:The set of all permutations with
composition being the binary operation

» Permutation group X: Any subgroup of the symmetric group.



Permutation groups and partition groups

Permutation group

» Permutation o: A bijection from N/ = {1,--- ., n} to N itself

» Symmetric group S,:The set of all permutations with
composition being the binary operation

» Permutation group X: Any subgroup of the symmetric group.

Partition group
» Partition p of A/: A set of disjoint subset {N7,---,N;} such
that U!_; N; = NV. Each N is called a block of p.

» Partition group X ,: A permutation group whose members are
all permutations that permute the members of N within the

same block of p, i.e.,

Ypo={o€X,:0(j)eN;, jJEN, i=1,--- t}.



Group actions

Definition (Group action)

For a set S, a group X acts on § if there exist a function
Y x 8§ — S, called an action, denoted by (o, s) — os, such that

1. (0102)5 = 01(025) for all 01,02 € > and s € S;
2. Is =s for all s € §, where 1 is the identity of ¥.



Group actions

Definition (Group action)
For a set S, a group X acts on § if there exist a function
Y x 8§ — S, called an action, denoted by (o, s) — os, such that

1. (0102)5 = 01(025) for all 01,02 € > and s € S;
2. Is =s for all s € §, where 1 is the identity of ¥.

Group action X x H, — H,
For any o € S, define o : H, — H, by

o(h)(A) = h(o(A)), AC N.

» o X h— o(h) defines a group action S, on H,

» Restricted the on a subgroup X, it becomes a group action X
on H,.



h;

— (12)
=o(hy), o =(
« hy=

h({1})



Fixed set

Definition
If a group X acts on S, the fixed set of the action is defined by

fixy ={se€S:0s=s,Vo € X}



Fixed set

Definition
If a group X acts on S, the fixed set of the action is defined by

fixy ={se€S:0s=s,Vo € X}

Fix set of the partition group acting on H,

fix, = fixy, = {h € H,: h(A) =h(B)
if [ANN;|=|BNN;|, Vi=1,---,t}.



h({2}) fixqaz)

fix(12) = {h € Hz : h({1}) = h({2})}

h({1})



Main theorem

Constraining I} and I, by fix,, we obtain the p-symmetrical
entropy region
v, =T Nfixp

and p-symmetrical polymatroidal region
v, =T,Nfix,,

respectively.



Main theorem

Constraining I} and I, by fix,, we obtain the p-symmetrical
entropy region
v, =T Nfixp

and p-symmetrical polymatroidal region
v, =T,Nfix,,

respectively.
Theorem
Forn> 4 and any p € P,,

V=,

if and only if p={N} or p={{i}, N\ {i}}.



Application to secret-sharing

Consider the secret be a random variable S on K, and each share
be a random variable S; on Kj, where j € P, the set of
participants. Then the scheme S = (S, S;)cp is a secret-sharing
scheme realizing access structure A, where A C 27 and A is
monotone, if the following two conditions hold:

1. (Correctness) For any B € A,
H(S|Sg) =0
2. (Perfect Privacy) For any T ¢ A,

H(S[ST) = H(S)



Application to secret-sharing

Consider the secret be a random variable S on K, and each share
be a random variable S; on Kj, where j € P, the set of
participants. Then the scheme S = (S, S;)cp is a secret-sharing
scheme realizing access structure A, where A C 27 and A is
monotone, if the following two conditions hold:

1. (Correctness) For any B € A,
H(S|Sg) =0
2. (Perfect Privacy) For any T ¢ A,

H(S[ST) = H(S)

Information ratio

a maxi<j<n H(S))




The fundamental problem of secret sharing: optimal
information ratio

Let A" = {s}UP and I} be the entropy region on V. Let A be an
access structure on P. Then the optimal information ratio on A is

ou e maxi<j<n h({p;})
A hel5,N® 4 h({s})

where

d4=1{h:h({ssUB)=h(B) VB¢ A,
h({s}UT)=h({s}) +h(T) VT ¢ A}



Shamir's threshold scheme by entropy functions

For1<t<n,let Ayp={ACP:|A >t} Then A;,isa
access structure with threshold t.
For simplicity, let pt n = p4,, and ®¢, = S 4, . Then

_ o Maxigiznh({p})
her Noe,, h({s})

Pt,n

where

®p,={h:h({s}UB)=h(B) if|B|>t,
h({s}UB) = h({s}) + h(B) if |B| < t}



Shamir's threshold scheme by entropy functions

For1<t<n,let Ayp={ACP:|A >t} Then A;,isa
access structure with threshold t.
For simplicity, let pt n = p4,, and ®¢, = S 4, . Then

_ o Maxigiznh({p})
her Noe,, h({s})

Pt,n

where

®p,={h:h({s}UB)=h(B) if|B|>t,
h({s}UB) = h({s}) + h(B) if |B| < t}

Theorem

¢ maxagi<n h({p)})
hevine, , h({s})

Pt,n =

where p = {{s}, P}



Shamir's threshold scheme by entropy functions

Theorem

i<n h .
Pt,n = min maxlﬁlﬁ ({pj})
’ h€Wpﬂ¢t,n h({s})

and the solution is
Pt,n = 1

and
argmin pe , = {h: alU¢ py1,a2 > 0}



Further research: group-symmetrical entropy
functions and their applications to other areas



From partition-symmetrical entropy functions to
group-symmetrical entropy functions

Fix set induced by a partition-group >,
fix, = {h € H,: h(A) = h(B)
if [ANN;|=|BNNi|, Vi=1,---,t}.

Note that A and B such that |[ANN;| = |[BNN|, Vi=1,---

are in the same orbit of the action ¥, on 2N for Y,



From partition-symmetrical entropy functions to
group-symmetrical entropy functions

Fix set induced by a partition-group >,
fix, = {h € H,: h(A) =h(B)
FIANN = [BON|, Viz1,- -t}

Note that A and B such that [ANN;| = [BNN|, Vi=1,---t
are in the same orbit of the action ¥, on 2N for Y,

Fix set induced by an arbitary permutation group ¥ < S,
Let Oy be the set of all orbits of the action ¥ on N

fixy = {h € Hp: h(A) =h(B)if A, BecO,0¢c D5}



Thank you!



