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= Information-theoretic definition of channel capacity and rate-distortion

function

C =maxI(X;Y)

bPx

R(D) =

Ps|s:

min

E[d(S,5)]<D

1(S;8)

s Converse theorem of channel coding: I(X™;Y") <

s Converse theorem of lossy source coding: I(S"; 5
s Data processing inequality: I(X™;Y"™) > I(S™;S™)

nC'
) > nR(D)
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Standard proof

= Information-theoretic definition of channel capacity and rate-distortion
function

C =maxI(X;Y)
Px

A

R(D) = min 1(S;9)

pg| 5 ElA(S,8)]<D

s Converse theorem of channel coding: I(X™;Y") < nC

s Converse theorem of lossy source coding: I(S™; S”) > nR(D)
» Data processing inequality: I(X™;Y™) > I(S™;S™)

Alternative proof

s Operational definition of channel capacity and rate-distortion function

= Achievability theorem of channel coding: I(X™;Y™") < nC
= Achievability theorem of lossy source coding: I(5™;S™) > nR(D)
s Data processing inequality: I(X™;Y™) > I(S™;S™)
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Optimality: The memoryless sources at source nodes are arbitrarily
correlated, each of which is to be reconstructed at possibly multiple
destinations within certain distortions, but the channels in this network
are synchronized, orthogonal and memoryless point-to-point channels.
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Optimality: The memoryless sources are mutually independent, each of
which is to be reconstructed only at one destination within a certain
distortion, but the channels are general, including multi-user channels
such as multiple access, broadcast, interference and relay channels,
possibly with feedback.
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transmitter X7
Sm > f(mﬂq,) ) pY17Y2|X
Yo" receiver 2 A
> g(n,m) —> 57
2

We say (k,Di,D2) is achievable if

<K

— Y

n
m
iip 2oy €Diy 1 =1,2. (%)
m 2 Psw.sim € P >

Remark: () is more general than conventional distortion constraints since

m

> E[di(S(t), Si(1))] = E[d(S, )],

t=1

3|

1 m :
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Jun Chen

11 / 23


http://www.people.cornell.edu/pages/jc353/

Broadcast Channel with Receiver Side Information

Outline
Theorem
Proof |
Proof Il
Optimality |
Optimality Il

Source Broadcast
Gaussian Case My, Mg ———>
Variant

transmitter

f(n)

Y

Separation

Example

Reduction

Gaussian Case

Broadcast D
Tradeoff

System Diagram

Comparison

Py, v5|X

Ry < I(X;Yh),

Gaussian Case Rg S I(V, YQ),

Binary Case
Another Method

Conclusion fOI' some Py x

Jun Chen

Moy

Yy R receiver 1
g

Yy N receiver 2
g g5

Capacity region Cy|2(py;,v,x) (Kramer and Shamai 07)

Ry + Ro < I(X:Yi|V) + I(V: Ya)

12 / 23


http://www.people.cornell.edu/pages/jc353/

Broadcast Channel with Receiver Side Information

Outline
Theorem

Proof |

Proof Il
Optimality |
Optimality Il
Source Broadcast
Gaussian Case
Variant
Separation

Side Information
Reduction
Gaussian Case
Broadcast
Tradeoff
System Diagram
Comparison
Gaussian Case
Binary Case
Another Method
Conclusion

Jun Chen

L Ci12(pyy ,va)x) = C(Pyy, v, x) if Y1 is less noisy than Y2, but not

necessarily so if Y7 is more capable than Y5.

BEC-BSC

Cl|2(pY1,Y2|X>
- C<pY1,Y2|X)
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[1 Tradeoff between the transmit power P, the bandwidth mismatch factor
k, and the achievable reconstruction distortion pair (D1, D2)

Decoder 1—®» S”

m m
Sl 982
—p» Encoder

Decoder 2 ——p» S

[1 Scalar case without bandwidth mismatch

s Source-channel separation is suboptimal (Gao and Tuncel 11).

»  Uncoded scheme is optimal at low SNR (Bross, Lapidoth, and
Tinguely 10).

s Hybrid scheme is optimal (Tian, Diggavi, and Shamai 11).
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[1  Source: (S1,S2) ~N(0,Xs) with S; ~ N(0,Xs,), i

[1  Channel: Z; ~N(0,N;), i =1,2, with N1 < Ny

1,2
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Source: (S1,S2) ~ N(0,3Xg) with S; ~ N(0,Xs,), i =1,2
Channel: Z; ~ N (0, N;), i = 1,2, with N1 < Ny

A necessary condition:

. 3s||©®1 + Su|\ ® s + Zul\ =
P > min su N(’ ) + (N2 — N ( ) — Na,
T 0,0, EUEO ' |©1]||©2 + Xy (V2 ) ’

where the minimization is over ®; = ( O : ) 1 =1, 2, subject to
dig >~ QP >~ ®; > 0 and @i,z’ <D;, 1= 1,2.
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Source: (S1,S2) ~ N(0,3Xg) with S; ~ N(0,Xs,), i =1,2
Channel: Z; ~ N (0, N;), i = 1,2, with N1 < Ny

A necessary condition:

. 3s||O®1 + Zu|\ * s+ Zul\ =
P> min su N(’ ) +N—N( ) — Na,
= gnig, sw Mg j@, v 3o/ W2 N 2

where the minimization is over ®; = ( *Z’Z . ) i = 1,2, subject to

Es§@2§@1>0and @i,ijD@',izl,Q.

This bound is tight when S5 is a scalar and k = 1:

2 2
052 + O-Ug

by by
P> sup N >s + 2y 5

>uy>0 |D1+2U1|(d2+0(2]2)

where Xy = ( >, ; )
2

k Ou

+ (N2 — V1) — No,
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Source-channel separation theorems can be used to prove the optimality
of non-separation based schemes (e.g., hybrid coding schemes) and
determine performance limits even in scenarios where the separation
architecture is suboptimal!
Jun Chen
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A Converse Method Based on Channel Comparison
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Yy receiver 1 : .
> (n,m) —> Sl
| .
. . n
: transmitter Xq
ST ———> fmon) > Pyi,va|x
Ys! receiver 2 : N
> (n,m) —> S5
92 :

Pgm gm|sm
C(pév{n,ggqs'{n) g nC(pY17Y2|X)

[1 A single-letter version: If (k,D1,D2) is achievable, then

C(psap,é’l,é'2|5’) g RC(pY17Y2|X)

for some Ps g, .8, = PSDg, 8,5 with Psg, € Di,1=1,2. A proper
definition of C(ps,pgl,gﬂs) is needed. For simplicity, we can replace
C(ps,pgl,gﬂs) with Marton’s inner bound Cin(ps,pgl,gﬂs)-
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[1 For any Pg g,.8, = PSPs,,3,|8 with E[(S — SZ)Q] <d;, 1=1,2,

C(G-BC(d1,dz2)) € C(ps,pg, 5,15)-

If (k,d1,d2) is achievable, then C(G-BC(d1,d2)) C KC(Py,,v,|x)-

—— C(G-BC(dy, ds))
kC (le,Y2|X)
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[1 For any Ps,,8,,8, = PSPg, 3,15 with E[SEB g@] <d;, 1=1,2,

C(BS-BC(d1,dz2)) € C(ps, pg, 4,)5)-

If (k,d1,d2) is achievable, then C(BS-BC(d1,d2)) C kC(py, v, x)-

—— C(BS-BC(d1, d»))
KC<pY1,Y2|X)
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Broadcast Uo, Uz; 52) + I(S 51|Uo, Us) < k[I(Vo, Va; Ya) + I(X; Y1 |Vo, Va2)]
Tradeoff _ U0,31)+I(U2,SQ|U0)—I—I(S S1|U0,U2)

Comparisn [T (Vs Y1) 4 1(Va; Yo Vo) + 1(X; Yi[Vo, V)]
Gaussian Case (UO? 52) + I(U17 Sl‘UO) _|_ I(S S2‘UO7 Ul)

Binary Case < [[(Vo, YQ) + I(Vl; Y3 |V()) -+ [(X; YQ’VO, Vl)]
Therefore, if (k,D1,D2) is achievable, then

Conclusion

Cout (ps, pgl 7512 |S) g /fcout (le , Yo |X)

for some Ps,$,,5, = PSPs,,8,|5 with Ps. g, cD;,1=1,2.

Jun Chen 22 /23


http://www.people.cornell.edu/pages/jc353/

Conclusion

Outline
Theorem
Proof |
Proof Il

Optimality | ]

Optimality Il
Source Broadcast
Gaussian Case
Variant
Separation

Side Information
Example
Reduction
Gaussian Case
Broadcast
Tradeoff
System Diagram
Comparison
Gaussian Case
Binary Case
Another Method

Conclusion

Jun Chen

The source-channel separation theorem can be useful even in the
scenarios where the source-channel separation architecture is strictly
suboptimal!

From source-channel separation to source-channel correspondence
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Jun Chen

The source-channel separation theorem can be useful even in the
scenarios where the source-channel separation architecture is strictly

suboptimal!

From source-channel separation to source-channel correspondence

Thank you!
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