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1 Introduction

The following result is the main theorem of the paper.

Theorem 1.1 Every bipartite graphic sequence with the minimum degree
δ ≥ 2 has a realization that admits a nowhere-zero 4-flow.

A corollary of Theorem 1.1 solves a conjecture originally proposed by
Keedwell [5] and reproposed by Cameron [2].

Theorem 1.2 (Keedwell-Cameron Conjecture) Every bipartite graphic se-
quence S with the minimum degree δ(S) ≥ 2 has a realization G of S such
that G has two proper edge-colorings with the following properties:

(1) for any vertex, the set of colors appearing on edges at that vertex are
the same in both colorings;

(2) no edge receives the same color in both colorings.

The original conjecture was proposed by Keedwell [5] concerning the
existence of critical partial Latin squares. A graph theory version of the
conjecture (as described in Theorem 1.2) was reproposed by Cameron [2].

Theorem 1.1 was proved by Hajiaghaee et al. [7] for δ ≥ 4 and by
Keedwell [5], Mahdian et al. [9] for some other special cases.

2 Notation and terminology

For technical reasons, multiple edges (parallel edges) are allowed in some
cases in this paper, though the main result is for simple graphs only. A
graph that may have multiple edges is called a multigraph.

A circuit is a 2-regular, connected subgraph and a cycle is the union of
several edge-disjoint circuits.

Let U1, U2 ⊆ V (G) with U1 ∩ U2 = ∅. The set of all edges between U1

and U2 is denoted by [U1, U2].
A path v0v1 . . . vr of a graph G is called a subdivided edge if dG(vi) = 2

for each i = 1, . . . , r − 1.

2.1 Graphic degree sequences

Let S = {s1, . . . , sm, t1, . . . , tn} be a positive integer sequence with a parti-
tion {{s1, · · · , sm}, {t1, · · · , tn}}. The sequence S is called a bipartite graphic
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sequence if there is a bipartite graph G with bipartition {X, Y } such that

{d(x1), . . . , d(xm)} = {s1, . . . , sm},

and
{d(y1), . . . , d(yn)} = {t1, . . . , tn}

where X = {x1, . . . , xm} and Y = {y1, . . . , yn} and d(v) is the degree of a
vertex v; the graph G is called a realization of S.

A sequence is a bipartite graphic sequence if and only if it satisfies the
Gale-Ryser condition [4], [10] (or see [13] Theorem 4.3.14). Since the Gale-
Ryser condition is not to be applied in the proof of the main result, we omit
the detail here.

2.2 Bipartite multigraphs

Definition 2.1 Let G be a bipartite multigraph with the bipartition {X,Y }.
(I) Let x ∈ X and y ∈ Y . The multiplicity of G between the vertices x

and y, denoted by mG(x, y), is the number of edges of G between the vertices
x and y.

(II) Let
µ : X × Y 7→ Z+

be a function. We say that the multigraph G is upper bounded by µ if

mG(x, y) ≤ µ(x, y)

for every x ∈ X and every y ∈ Y .

Definition 2.2 Let G be a bipartite multigraph with the bipartition {X, Y }
and upper bounded by a function µ.

(I) One designated edge e0 = x0y0 ∈ E(G) is called the special edge of
the ordered triple (G, µ, e0) and satisfies

µ(x, y) = 1

for every x ∈ X \ {x0} and every y ∈ Y \ {y0}.
(II) A bipartite multigraph H with the same vertex set and the same

bipartition is called a revision of the ordered triple (G, µ, e0) if

dH(v) = dG(v) and mH(x, y) ≤ µ(x, y)

3



for every vertex v ∈ V (G) = X ∪ Y , every x ∈ X, and every y ∈ Y , and e0

remains as an edge of H.
(III) Let H be a revision of the ordered triple (G,µ, e0) and e ∈ E(G).

The edge e is fixed if the edge e remains as an edge of H.

Note that, according to Definition 2.2, parallel edges are only allowed to
be incident with either x0 or y0 whenever x0y0 is a special edge.

Definition 2.3 Let G be a bipartite multigraph with the bipartition {X, Y }
and upper bounded by a function µ.
(I) A sequence C = e0e1e2e3 of E(G) is called an alternating 4-circuit of G
if

e0, with the endvertices v0 and v1, is an edge of G,
e1, with the endvertices v1 and v2, is NOT an edge of G,
e2, with the endvertices v2 and v3, is an edge of G,
e3, with the endvertices v3 and v0, is NOT an edge of G.

(For the convenience of discussion, sometimes, an alternating 4-circuit is
denoted by its vertex sequence v0v1v2v3v0 if

mG(v0, v1) ≥ 1, mG(v2, v3) ≥ 1,

mG(v1, v2) < µ(v1, v2), mG(v3, v0) < µ(v3, v0). )

(II) The symmetric difference of the multigraph G and the alternating 4-
circuit C, denoted by G∆C, is the graph [G \ {e0, e2}] ∪ {e1, e3}.

Definition 2.4 A bipartite multigraph G with the bipartition {X, Y } is
complete if mG(x, y) ≥ 1 for every x ∈ X and every y ∈ Y .

2.3 Integer flows and circuit (cycle) covers

For a vertex v of a graph G, the set of edges of G incident with v is denoted
by E(v). If the edge set E(G) is oriented, then the set of all arcs with tails
(or heads) at a vertex v is denoted by E+(v) (or E−(v)).

Definition 2.5 Let D be an orientation of a graph G and f be a function:
E(G) 7→ Z.
(I) The ordered pair (D, f) is called a k-flow of G if

0 ≤ f(e) ≤ k − 1,
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for every edge e ∈ E(G), and
∑

e∈E+(v)

f(e) =
∑

e∈E−(v)

f(e),

for ever vertex v ∈ V (G).
(II) The support of a k-flow (D, f) of a graph G is the set of edges of G
with f(e) 6= 0, and is denoted by supp(f).
(III) A k-flow (D, f) of G is nowhere-zero if f(e) 6= 0 for every edge e of
G. (That is, supp(f) = E(G).)

The concept of integer flow was originally introduced by Tutte [11], [12]
(or see [14]) as a generalization of map coloring problems.

Definition 2.6 Let G be a graph.
(I) A family of cycles {C1, . . . , Ct} is called a t-cycle cover of G if every edge
of G is contained in some member of {C1, . . . , Ct}.
(II) A t-cycle cover {C1, . . . , Ct} of G is called a t-cycle (1, 2)-cover of G if
every edge of G is contained in precisely one or two members of {C1, . . . , Ct}.
(III) A t-cycle cover {C1, . . . , Ct} of G is called a t-cycle double cover of G
if every edge of G is contained in precisely two members of {C1, . . . , Ct}.

Definition 2.7 Let {C1, . . . , Ct} be a t-cycle double cover of a graph G. If
each cycle Ci can be oriented as a directed cycle such that every edge of G is
contained in two members of {C1, . . . , Ct} with the opposite directions, then
{C1, . . . , Ct} is called an orientable t-cycle double cover of G.

2.4 Partial Latin squares

In order to reduce the length of the paper, we will not present any definition
about Latin squares since Theorem 1.2 is to be proved as a graph theory
problem. Readers are referred to the article [5] or [6] for related definitions.

3 Lemmas for flows and cycle covers

Lemma 3.1 If {C1, C2} is a 2-cycle cover of a graph G and e ∈ E(G), then
(I) each of {C1, C2}, {C1, C1∆C2}, {C1∆C2, C2} is a 2-cycle cover of G,
and
(II) one of {C1, C2}, {C1, C1∆C2}, {C1∆C2, C2} covers the edge e only
once.
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Proof. Obvious.

Lemma 3.2 (See [14] Theorem 3.1.2) Let G be a graph. The following
statements are equivalent:

(i) G admits a nowhere-zero 4-flow;
(ii) G has a 2-cycle cover;
(iii) G has a 3-cycle (1, 2)-cover.

Lemma 3.3 (Catlin, [3]; or, see [14] Lemma 3.8.11) Let G be a graph and
C be a circuit of G of length at most 4. Then G admits a nowhere-zero
4-flow if G admits a 4-flow (D, f) with supp(f) ⊇ G \ E(C).

Lemma 3.4 If every edge of a graph G is contained in a circuit of length
at most 4, then G admits a nowhere-zero 4-flow.

Proof. By recursively contracting small circuits and applying Lemma 3.3.

Lemma 3.5 (Hajiaghaee, Mahmoodian, Mirrokni, Saberi, and Tusserkani
[7]) The Keedwell-Cameron Conjecture is true if and only if every bipartite
graphic sequence with the minimum degree at least 2 has a realization G such
that G admits an orientable cycle double cover.

Lemma 3.6 (Tutte [11], Jaeger [8], Archdeacon [1]; or, see [14] Theorem
3.6.1) A graph G admits a nowhere-zero 4-flow if and only if G has an
orientable 4-cycle double cover.

4 Proof of the main theorem

Lemma 4.1 Let C be an alternating 4-circuit of a bipartite multigraph G
upper bounded by a function µ. If e0 /∈ E(C), then G∆C is a revision of
(G, µ, e0) (with e fixed, for every edge e ∈ E(G) \ E(C)).

Proof. Obvious.

The strategy and the outline of the proof. The proof of the main
theorem is separated into two major steps. In the first step (Lemma 4.4),
we are to show that the ordered triple (G,µ, e0) has a revision such that the
special edge e0 is contained in a 4-circuit (except for an extreme structure).
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In the next step (Lemma 4.5), we are to recursively “contract” 4-circuits
containing the special edge e0 in a certain way, so that Lemma 3.3 can
be applied in the inductive proof, and therefore some revision of (G,µ, e0)
admits a nowhere-zero 4-flow.

The following structure is an extreme case that will appear in the induc-
tive proof of the main theorem.

Definition 4.2 (Structure H) Let G be a bipartite multigraph upper
bounded by a function µ with the bipartition {X, Y } and with a special edge
e0 joining vertices x0 and y0. The ordered triple (G, µ, e0) is the structure
H if:

|X| ≥ 2, |Y | ≥ 2,

µ(x0, y0) = mG(x0, y0) = 1,

and
mG(x0, y

′) ≥ 2, mG(y0, x
′) ≥ 2, mG(x′, y′) = 0

for every x′ ∈ X \ {x0} and every y′ ∈ Y \ {y0}.

The following lemma about the uniqueness of the revision of the structure
H, though is very easy to prove, will be applied later in proofs. ¿From
the following lemma, we can see that if an ordered triple (G,µ, e0) is the
structure H, no revision of (G,µ, e0) contains a 4-circuit passing through
the special edge e0.

Lemma 4.3 Let G be a bipartite multigraph upper bounded by a function µ
with δ(G) ≥ 2 and let e0 = x0y0 be a special edge of G. If the ordered triple
(G, µ, e0) is the structure H, then (G,µ, e0) has only one revision; that is
itself.

Proof. Let H be a revision of the ordered triple (G,µ, e0). Let X ′ = X\{x0}
and Y ′ = Y \ {y0}. Since H is a revision of (G,µ, e0) and µ(x0, y0) =
mG(x0, y0) = 1, we have

∑

x∈X′
d(x) = d(y0)− 1,

and ∑

y∈Y ′
d(y) = d(x0)− 1,
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for BOTH G and H. Therefore, in both G and H, every vertex x ∈ X ′ is
adjacent to only y0 with the same number of edges, and every vertex y ∈ Y ′

is adjacent to only x0 with the same number of edges. That is, G = H.

Lemma 4.4 Let G be a bipartite multigraph upper bounded by a function µ
and with a special edge e0 joining x0 and y0. If the minimum degree δ(G) ≥ 2
and the ordered triple (G,µ, e0) is not the structure H, then (G,µ, e0) has a
revision H such that
(1) either e0 is contained in a 4-circuit of H,
(2) or H admits a nowhere-zero 4-flow.

Proof. Prove by contradiction. Let G be a counterexample to the lemma
such that

(i) |E(G)| is as small as possible;
(ii) subject to (i), the component of G containing the special edge e0 is

as large as possible.

I. We claim that G is connected.
Let Q1, . . . , Qt be the components of G where e0 ∈ E(Q1). Assume that

t ≥ 2. Since δ(G) ≥ 2, each component Qi contains a circuit Ci of length at
least 2. Let ei ∈ E(Ci) \ {e0} for each i = 1, 2 with the endvertices x′i (∈ X)
and y′i (∈ Y ). Thus, we have an alternating 4-circuit C = x′1y′1x′2y′2x′1. By
Lemma 4.1, H = G∆C is a revision of (G,µ, e0). Furthermore, (Q1∪Q2)∆C
is a component (containing e0) of the new graph H which is larger than Q1

in G. This contradicts the choice of the counterexample (G,µ, e0).

II. Notations. Let Nk
G(v) (or simply, Nk(v), if there is no confusion) be the

set of all vertices u of V (G) \ {x0, y0} such that the distance between v and
u is k in G \ [x0, y0] (where [x0, y0] is the set of all edges joining x0 and y0).

For the sake of convenience, we denote,

X1 = N1
G(y0) (⊆ X), Y 1 = N1

G(x0) (⊆ Y ),

X2 = N2
G(x0) (⊆ X), Y 2 = N2

G(y0) (⊆ Y ).

III. Case 1. X2 6= ∅, and Y 2 6= ∅. (See Figure 1.)
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Figure 1. Case 1

III-1. Since (G, µ, e0) is a counterexample to the lemma, no 4-circuit of
G contains the edge e0. Thus,

[X1, Y 1] = ∅, [{x0}, Y 2] = ∅, and [{y0}, X2] = ∅.
III-2. We claim that the subgraph of G induced by X2∪Y 2 is a complete

bipartite multigraph.
Assume that x2 ∈ X2 and y2 ∈ Y 2 with mG(x2, y2) = 0. Let x1 ∈

N(y2) ∩X1 and y1 ∈ N(x2) ∩ Y 1. Then C = y1x2y2x1y1 is an alternating
4-circuit of G since mG(x1, y1) = 0 (by III-1). By Lemma 4.1, H = G∆C
is a revision of the ordered triple (G,µ, e0) and furthermore, the revision H
has a 4-circuit y0x0y1x1y0 containing the edge e0. This contradicts that the
ordered triple (G,µ, e0) is a counterexample.

III-3. We claim that |Y 1| = 1 (similarly, |X1| = 1).
Assume that |Y 1| > 1. Let y2 ∈ Y 2, x2 ∈ X2, x1 ∈ X1 ∩ N(y2) and

y1, y
′
1 ∈ Y 1 with y1 6= y′1 and y′1 ∈ N(x2). Here, C = x0y1x1y2x0 is an

alternating 4-circuit of (G, µ, e0) since mG(y1, x1) = 0 and mG(y2, x0) = 0
(by III-1). By Lemma 4.1, the graph H1 = G∆C is a revision of (G,µ, e0)
and x0y2 ∈ E(H1). Furthermore, C = y0x1y

′
1x2y0 is an alternating 4-

circuit of (H1, µ, e0) since mG(y′1, x1) = mH1(y
′
1, x1) = 0 and mG(x2, y0) =

mH1(x2, y0) = 0 (by III-1). By Lemma 4.1 again, the graph H2 = H1∆C is a
revision of (G,µ, e0) and x0y2, y0x2 ∈ E(H2). Thus, H2 contains a 4-circuit
y0x0y2x2y0 containing the edge e0 since y2x2 ∈ E(H2) (by III-2). So, let

X1 = {x1} and Y 1 = {y1}.
III-4. It is obvious that the subgraph G induced by X1∪Y 2 (and Y 1∪X2)

is a complete bipartite graph by III-3 and the definitions of X2 and Y 2.
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III-5. We claim that

N3
G(x0) ⊆ Y 2 and N3

G(y0) ⊆ X2.

Assume not. Let y3 ∈ N3
G(x0)\Y 2. That is, there is no edge of G joining

y3 and any vertex of X1. Let x2 ∈ X2∩N(y3). Then, we have an alternating
4-circuit C = y0x2y3x1y0 (where {x1} = X1 by III-3). By Lemma 4.1,
H = G∆C is a revision of (G, µ, e0) and furthermore, the revision H has
a 4-circuit y0x0y1x2y0 containing the edge e0 (where {y1} = Y 1, by III-3).
This contradicts that (G,µ, e0) is a counterexample.

III-6. By III-5 and the definitions of Xk and Y k, we can see that the
subgraph of G induced by {x0, y0, x1, y1} ∪ X2 ∪ Y 2 is a component of G.
Since G is connected (by I), {x0, y0, x1, y1} ∪X2 ∪ Y 2 = V (G).

III-7. Let G′ be the graph obtained from G by deleting the vertices x0

and y0, and adding a new edge joining x1 and y1 (the only vertices of X1

and Y 1, by III-3). It is obvious that the resulting graph G′, by III-2 and
III-4, is a complete bipartite graph with δ(G′) ≥ 2. Therefore, G′ admits
a nowhere-zero 4-flow (by Lemma 3.4), so does G (applying Lemma 3.4 to
some digons if mG(xi, yj) > 1 for some i, j ∈ {0, 1}). This contradicts that
(G, µ, e0) is a counterexample and completes the proof of the lemma for this
case. So, from now on, we will assume that

either X2 = ∅ or Y 2 = ∅.

IV. Case 2. Y 1 = ∅ (or X1 = ∅). (See Figure 2.)
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Figure 2. Case 2

IV-1. Since Y 1 = ∅, the vertex y0 is the only neighbor of x0. Hence,

mG(x0, y0) ≥ 2
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because δ(G) ≥ 2.
IV-2. We claim that

N3
G(y0) = ∅.

Assume that N3
G(y0) 6= ∅. Let x3 ∈ N3

G(y0) and y2 ∈ Y 2 ∩NG(x3). Now, we
have an alternating 4-circuit C = x0y0x3y2x0. Then H = G∆C is a revision
of (G,µ, e0) (note, the edge joining x0 and y0 in C is not the edge e0 since,
by IV-1, mG(x0, y0) ≥ 2). Furthermore, there is a 4-circuit x0y0x1y2x0 in
H containing the special edge e0. This contradicts that the ordered triple
(G, µ, e0) is a counterexample.

IV-3. By IV-2 and the definitions of Xk and Y k,

V (G) = {x0, y0} ∪X1 ∪ Y 2.

IV-4. Now, we claim that every edge of G is contained in a circuit of
length ≤ 4. We only need to consider xy ∈ E(G) with mG(x, y) = 1.

(i) By IV-1, every edge between x0 and y0 is in a 2-circuit.
(ii) Note that µ(x1, y2) = 1 for every x1 ∈ X1 and every y2 ∈ Y 2 (by

Definition 2.2.II). Since δ(G) ≥ 2, the vertex y2 ∈ Y 2 has at least two
distinct neighbors x1, x

′
1 in X1. Thus, the edge x1y2 of [X1, Y 2] is contained

in a 4-circuit y0x1y2x
′
1y0.

(iii) For each x1 ∈ X1 with mG(y0, x1) = 1, we have N(x1) ∩ Y 2 6= ∅
since δ ≥ 2. Similar to (ii), the edge y0x1 is contained a 4-circuit y0x1y2x

′
1y0

of G where y2 ∈ Y 2 and x1, x
′
1 ∈ N(y2).

So, by Lemma 3.4, G itself admits a nowhere-zero 4-flow. This contra-
dicts that the ordered triple (G,µ, e0) is a counterexample to the lemma and
completes the proof for this case. So, from now on, we will assume that

X1 6= ∅ 6= Y 1.

V. Case 3. X2 = ∅ (or Y 2 = ∅). (See Figure 3.)
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Figure 3. Case 3

V-1. Note that, by IV (Case 2),

X1 6= ∅ and Y 1 6= ∅.

Similar to III-1,
[X1, Y 1] = ∅ and [{x0}, Y 2] = ∅.

V-2. Since X2 = ∅ and Y 1 6= ∅, x0 is the only neighbor of every vertex
y1 ∈ Y 1. Since δ(G) ≥ 2, we have

mG(x0, y1) ≥ 2

for every y1 ∈ Y 1.
V-3. Subcase 3-1. Y 2 6= ∅.
Since Y 2 6= ∅ in this subcase, let y2 ∈ Y 2 and x1 ∈ X1 ∩ N(y2), and

let y1 ∈ Y 1. Then C = y2x0y1x1y2 is an alternating 4-circuit of G. By
Lemma 4.1, H = G∆C is a revision of (G,µ, e0) and furthermore, there is
a new edge joining x1 and y1 in H while there remains an edge joining x0

and y1 since mG(x0, y1) ≥ 2 (by V-2). Thus, y0x0y1x1y0 is a 4-circuit of
H containing the special edge e0. This contradicts that the ordered triple
(G, µ, e0) is a counterexample.

V-4. Subcase 3-2. Y 2 = ∅. (We are to show that (G,µ, e0) is the
structure H in this subcase.)

Now, both X2 and Y 2 are empty. By V-2 and similar to V-2,

mG(x0, y1) ≥ 2 and mG(y0, x1) ≥ 2

for every x1 ∈ X1 and every y1 ∈ Y 1.
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If mG(x0, y0) ≥ 2, then every edge of G is contained in a 2-circuit of G.
By Lemma 3.4, G admits a nowhere-zero 4-flow. So, we have

mG(x0, y0) = 1.

If µ(x0, y0) ≥ 2, then C = x0y0x1y1x0 is an alternating 4-circuit of G
(where the edge of C joining x0 and y0 is not an edge of G since µ(x0, y0) >
mG(x0, y0) = 1). By Lemma 4.1, H = G∆C is a revision of (G,µ, e0). Note
that, mH(x0, y1) = mG(x0, y1)−1 ≥ 1 and mH(y0, x1) = mG(y0, x1)−1 ≥ 1.
Thus, the special edge e0 is contained in a 4-circuit x0y0x1y1x0 of H. This
contradicts that the ordered triple (G,µ, e0) is a counterexample. Hence, we
have

µ(x0, y0) = 1.

Now, it is obvious that the ordered triple (G,µ, e0) is the structure H and
the proof of the lemma is therefore completed.

Lemma 4.5 Let G be a bipartite multigraph upper bounded by a function
µ and with a special edge e0 joining x0 and y0. If the minimum degree
δ(G) ≥ 2 and (G,µ, e0) is not the structure H, then (G,µ, e0) has a revision
H that admits a nowhere-zero 4-flow.

Proof. Let (G, µ, e0) be a counterexample to the lemma with the least
number of edges.

I. Since the ordered triple (G,µ, e0) is not the structure H, by Lemma 4.3,
no revision of (G,µ, e0) is the structure H.

By Lemma 4.4, we may assume that the special edge e0 is contained in
some 4-circuit C = x0y0x1y1x0 of G (with the edges e0 joining x0 and y0, e1

joining y0 and x1, e2 joining x1 and y1 and e3 joining y1 and x0, )

II. We claim that G is connected. Assume that Q1, . . . , Qt are the compo-
nents of G with t ≥ 2 and e0 ∈ Q1. Since each Qi is smaller than G, the
lemma holds for each component.

Since the special edge e0 is not contained in any Qi for i ≥ 2 and, by
the definitions of the special edge and the upper bound function µ (Def-
inition 2.2), we have µ(x, y) = 1 for every x ∈ X ∩ Qi ⊆ X \ {x0} and
y ∈ Y ∩ Qi ⊆ Y \ {y0}. Therefore, none of Q2, . . . , Qt is the structure H
(by Definition 4.2) and, hence, each of them has a revision Hi admitting a
nowhere-zero 4-flow.
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For the component Q1 that contains the special edge e0, it is obvious
that Q1 is not the structure H since e0 is contained in a 4-circuit of Q1

(while the structure H does not contain any 4-circuit, by Definition 4.2).
So, (Q1, µ, e0) has a revision H1 that admits a nowhere-zero 4-flow. Put all
H1, . . . , Ht together, (G,µ, e0) has a revision H1 ∪ . . . ∪ Ht that admits a
nowhere-zero 4-flow.

III. Let G∗ be the graph obtained from G by identifying {x0, x1} to be a new
vertex x∗, identifying {y0, y1} to be a new vertex y∗ and deleting the edges
e1, e2 and e3 (note that x0y0x1y1x0 is the 4-circuit defined in subsection I).
Also define µ∗ for G∗ as follows:

µ∗(x, y) = µ(x, y) if x, y /∈ {x∗, y∗}, and
µ∗(x∗, y) = µ(x0, y) + µ(x1, y) if y 6= y∗, and
µ∗(x, y∗) = µ(x, y0) + µ(x, y1) if x 6= x∗, and
µ∗(x∗, y∗) = µ(x0, y0) + µ(y0, x1) + µ(x1, y1) + µ(y1, x0)− 3.

Note that, in the new graph G∗, the edge e0 joining x∗ and y∗ remains to
be the special edge. (See Figure 4.)
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Since (G,µ, e0) is a smallest counterexample to the lemma, either some
revision of (G∗, µ∗, e0) admits a nowhere-zero 4-flow, or δ(G∗) < 2, or
(G∗, µ∗, e0) is the structure H.

IV. Assume that δ(G∗) ≥ 2 and (G∗, µ∗, e0) is not the structure H. Thus,
(G∗, µ∗, e0) has a revision H∗ and H∗ admits a nowhere-zero 4-flow (D∗, f∗).
One can construct a revision H of (G,µ, e0) from H∗ as follows: splitting
the vertices x∗ and y∗ back to the vertices {x0, x1} and {y0, y1} respectively,
and adding the edges e1, e2 and e3 back such that dH(v) = dG(v) for every
v ∈ X ∪ Y .
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By Lemma 3.3, the 4-flow (D∗, f∗) of H∗ can be extended to the entire
graph H since the support of any trivial extension of (D∗, f∗) from H∗ to
the new graph H covers every edge of H \E(C).

V. We claim that (G∗, µ∗, e0) is not the structure H.
Otherwise, by Lemma 3.4, G∗ \ {e0} admits a nowhere-zero 4-flow since

every edge of G∗ \ {e0} is a parallel edge and furthermore, by Lemma 3.3,
this 4-flow can be extended to the entire graph G.

VI. By IV and V, we have
δ(G∗) < 2.

Note that, during the construction of G∗ from G (see III), the operations of
vertex identifications and edge deletions occur only at the vertices x∗ and
y∗. That is, either dG∗(x∗) = 1 or dG∗(y∗) = 1.

VII. It is impossible that dG∗(x∗) = dG∗(y∗) = 1. For otherwise, the 4-
circuit C is a component of G. By II, G is connected. So, G = C is a
4-circuit that admits a nowhere-zero 2-flow. This contradicts that (G,µ, e0)
is a counterexample.

VIII. Without loss of generality, by VI and VII, we have

dG∗(x∗) = 1 and dG∗(y∗) > 1.

Assume that dG∗(y∗) ≥ 3. Let G∗∗ = G∗ \ {x∗}. Here, δ(G∗∗) ≥ 2. Note
that, in G∗, µ∗(x, y) > 1 only if y = y∗. One can choose any edge of G∗∗

incident with y∗, say e1 (joining y∗ and x2), as the new special edge of G∗∗.
If the ordered triple (G∗∗, µ∗, e1) is the structure H, then, by the defini-

tion of the structure H, we have

|X(G∗) ∩G∗∗| = |X(G∗) \ {x∗}| ≥ 2,

|Y (G∗) ∩G∗∗| = |Y (G∗)| ≥ 2

and
mG∗∗(x2, y) ≥ 2

for every y ∈ Y (G∗) \ {y∗} = Y \ {y0, y1}. But, in the original graph G,
mG(x2, y) = 1 since x2 6= x0 and y ∈ Y \ {y0}. This contradicts that
mG(x2, y) = mG∗∗(x2, y) and therefore, (G∗∗, µ∗, e1) is not the structure H.

Since the ordered triple
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(G,µ, e0) is a smallest counterexample to the lemma and G∗∗ is smaller
than G, (G∗∗, µ∗, e1) has a revision H∗∗ that admits a nowhere-zero 4-flow.
This 4-flow can be extended to G by Lemma 3.3. So

dG∗(y∗) = 2.

IX. Finally, the following is the only remaining case

dG∗(x∗) = 1 and dG∗(y∗) = 2.

Let P = x∗y∗ . . . w be a longest subdivided edge of G∗ containing the edge
e0 = x∗y∗. (See Figure 5.)
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Let G∗∗∗ = G∗ \ [V (P ) \ {w}]. Here, δ(G∗∗∗) ≥ 2. Since G∗∗∗ does not
contain x∗ or y∗, we have µ∗ = 1 everywhere in G∗∗∗ and therefore, for
any edge e of G∗∗∗, the ordered triple (G∗∗∗, µ∗, e) cannot be the structure
H. Furthermore, one may choose an edge e∗∗∗ = x3y3 of G∗∗∗ incident
with w (that is, w ∈ {x3, y3}) as the new special edge of the ordered triple
(G∗∗∗, µ∗, e∗∗∗). So, the ordered triple (G∗∗∗, µ∗, e∗∗∗) has a revision H∗∗∗ and
admitting a nowhere-zero 4-flow. By Lemma 3.2, H∗∗∗ has a 2-cycle cover
{C1, C2}. Furthermore, by Lemma 3.1, each of {C1, C2}, {C1, C1∆C2} and
{C1∆C2, C2} is a 2-cycle cover of H∗∗∗, and one of {C1, C2}, {C1, C1∆C2}
and {C1∆C2, C2} covers the edge e∗∗∗ precisely once, say, {C1, C2} is such
a 2-cycle cover of H∗∗∗ that e∗∗∗ ∈ C1 \ C2.

Since dG∗(y∗) = 2, we have

dG(yi) = 2 and dG(yj) = 3

for some {i, j} = {0, 1}. Here, we have an alternating 4-circuit C∗ =
yix1y3x3yi. Thus, H = [H∗∗∗ ∪ P ∪ C]∆C∗ is a revision of (G,µ, e0)
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and {C3 = C1∆C∗∆C,C2} is a family of cycles of H that every edge of
[C∗∆C] \ {e∗∗∗} is covered by C3 but not C2. Hence, {C3, C2} covers every
edge of H but not any of E(P \ {x∗}) (note that P \ {x∗} is a path joining
w and yj in G). Let C4 = P ∪Q where Q is a segment of [C∗∆C] \ {e∗∗∗}
joining w ∈ {x3, y3} and yj . Then {C2, C3, C4} is a 3-cycle (1, 2)-cover of
G. By Lemma 3.2, the revision H admits a nowhere-zero 4-flow. This con-
tradicts that the ordered triple (G,µ, e0) is a counterexample and therefore
completes the proof of the lemma.

Proof of Theorem 1.1. By the definition of realizations of a graphic
sequence, parallel edges are not allowed in any realization. Let G be a
realization of a given bipartite graphic sequence with the minimum degree
δ(G) ≥ 2 and let µ(x, y) = 1 (initially) for every x ∈ X and every y ∈ Y .
Thus, the ordered triple (G, µ, e0) cannot be the structureH. By Lemma 4.5,
the ordered triple (G,µ, e0) has a revision H which remains as a realization
of S and admits a nowhere-zero 4-flow.

Proof of Theorem 1.2. This is a corollary of Theorem 1.1, Lemma 3.6
and Lemma 3.5.

5 Remarks.

Readers may wonder whether Theorem 1.1 holds for general graphs. The
following theorem is the counterpart for general graphs.

Theorem 5.1 Let S be a graphic sequence with the minimum degree δ(S) ≥
2. Then S has a realization G that admits a nowhere-zero 4-flow.

The proof of Theorem 1.1 can be adapted for this theorem. However,
without the restriction of bipartiteness in our reduction processing, the
present proof becomes much easier.

Proof. Let G be a counterexample to the theorem with the least number
of vertices.

I. If G contains a circuit of length at most 4, then, contracting this small
circuit and recursively contracting all resulting small circuits (of length ≤ 4),
the resulting graph G′ remains simple and is smaller than G. Hence, G′ has
a revision G′′ admitting a nowhere-zero 4-flow. By Lemma 3.3, the 4-flow
of G′′ can be extended to a revision of G. So, the girths of G and all of its
revisions are at least 5.
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II. Let P = v0 · · · vp be a longest path of G. Assume that p ≥ 5. By
I, vivi+µ /∈ E(G) for each i = 0, · · · , p − 4 and 2 ≤ µ ≤ 3. We are to
show that v0v4 ∈ E(G). If not, then C = v0v1v3v4v0 is an alternating 4-
circuit of G. By Lemma 4.1, G∆C is a revision of G and contains a triangle
v1v2v3v1. This contradicts I. With the same argument, one can prove that
v1v5 ∈ E(G). Now, v0v1v5v4v0 is a 4-circuit of G, which contradicts I again.

III. It remains to consider the case p ≤ 4. Since P is a longest path,
all neighbors of v0 are contained in P . Furthermore, v0 has a neighbor vi

with i > 1 since δ ≥ 2. It is not hard to see that p ≥ i ≥ 4 because of
I. So, vi = vp and p = 4 as p ≤ 4. Note that P induces a longest circuit
(5-circuit) C = v0 · · · v4v0. By applying the above argument to each longest
path viCvi−1, we have d(vi) = 2 for every i ∈ Z5, and therefore, G = C.
The 5-circuit G admits a nowhere-zero 2-flow. This contradicts that G is a
counterexample.

We close by suggesting one research problem, which is closely related to
the main theorems.

Problem 5.2 Characterize all graphic sequences S that no realization of S
admits a nowhere-zero 3-flow.

One may pay attention only to graphic sequences with δ ≥ 3, since
degree 2 vertices can be created by inserting new vertices into some edges.

Note that some graphic sequences do not have any realization which
admits nowhere-zero 3-flow. For example, the degree sequences of all odd-
wheels: S = {k, 3k} (where k is an odd number).
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