
Lie Groups and Linear Algebraic Groups

I. Complex and Real Groups

Armand Borel

§1. Root systems

1.1. Let V be a finite dimensional vector space over Q. A finite subset of V is

a root system if it satisfies:

RS 1. Φ is finite, consists of non-zero elements and spans V .

RS 2. Given a ∈ Φ, there exists an automorphism ra of V preserving Φ

such that ra(a) = −a and its fixed point set V ra has codimension 1. [Such a

transformation is unique, of order 2.]

The Weyl group W (Φ) or W of Φ is the subgroup of GL(V ) generated by the

ra (a ∈ Φ). It is finite. Fix a positive definite scalar product ( , ) on V invariant

under W . Then ra is the reflection to the hyperplane ⊥ a.

RS 3. Given u, v ∈ V , let nu,v = 2(u, v) · (v, v)−1. We have na,b ∈ Z for all

a, b ∈ Φ.

1.2. Some properties.

(a) If a and c · a (c > 0) belong to Φ, then c = 1, 2.

The system Φ is reduced if only c = 1 occurs.

(b) The reflection to the hyperplane a = 0 (for any a 6= 0) is given by

(1) ra(v) = v − nv,aa

therefore if a, b ∈ Φ are linearly independent, and (a, b) > 0 (resp. (a, b) < 0),

then a − b (resp. a + b) is a root. On the other hand, if (a, b) = 0, then either

a+ b and a− b are roots, or none of them is (in which case a and b are said to be

strongly orthogonal).

(c) A root system is irreducible if V cannot be written as an orthogonal sum

of two non-zero subspaces Vi (i = 1, 2) such that Φ = (V1 ∩ Φ)q (V2 ∩ Φ).

Any root system is a direct sum of irreducible ones.

(d) Let Φ be irreducible, reduced. Fix an ordering on V (e.g. choose v ∈ V −0,

not orthogonal to any a and let a > b if (a, v) > (b, v). Let Φ± = {a ∈ Φ, (a, v)>0
<0}.
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Then Φ = Φ+ q Φ−. There exists a set 4 of m = dimV roots (the simple roots)

such that any root is a linear combination b =
∑
ba · a (a ∈ 4) with integral

coefficients of the same sign. By (b), (a, b) ≤ 0 if a, b ∈ 4 and if (a, b) = 0, then a

and b are strongly orthogonal. There is unique root d, called dominant, such that

da ≥ ba for any b ∈ Φ.

There are at most two root lengths in Φ, and W is transitive on roots of the

same length. There is a unique highest short root d′ such that (d′, a) ≥ 0 for all

a ∈ 4.

1.3. The Coxeter transformation is the product
∏
a∈4

ra. Up to conjugacy in W ,

it is independent of the order of the factors.

The Coxeter number of Φ is 1 +
∑
a∈4

da.

1.4. Weights. An element c ∈ V is a weight if nc,b ∈ Z for all b ∈ Φ. We let

R(Φ) = R be the lattice spanned by the roots and P (Φ) the lattice spanned by

the weights. 4 is a basis for R. Given an ordering on Φ, a weight ω is dominant

if (ω, a) ≥ 0 for a ∈ 4. For a ∈ 4 there is a unique weight ωa such that

(1) nωa,b = δa,b (a, b ∈ 4) .

The ωa (a ∈ 4) form a basis of P (Φ) and are called the fundamental highest weights.

A weight is dominant if it is a positive integral linear combination of the ωa. The

fundamental highest weights are linear combinations

(1) ωa =
∑
b∈4

ma,bb (ma,b ∈ Q,ma,b > 0, (a, b ∈ 4)) .

The matrix (ma,b) is the inverse of the Cartan matrix (na,b). Here, Φ is still

reduced, irreducible.

1.5. Coroots, coweights. These are elements of V ∗. Identify V to V ∗ by

means of ( , ), i.e., given c ∈ V , we let c∗ ∈ V ∗ be the unique element such

that u(c) = (c∗, u) for all u ∈ V ∗. Given a ∈ Φ, the coroot a∨ is defined by

a∨ = 2a∗(a∗ · a∗)−1. The set Φ∨ of the a∨ is a root system in V ∗, called the

inverse root system to Φ. [The a∗ form a root system Φ∗ in V ∗ isomorphic to Φ,

and Φ∨ is the transform of Φ∗ by the inversion to the sphere of radius 2.]
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R∨ is the lattice dual to P (Φ). It is spanned by the a∨ (a ∈ 4), which form

a set of simple coroots. P (Φ)∨ is the lattice in V ∗ dual to R(Φ). Its elements are

the coweights.

(a∨, a ∈ 4) is the basis of R∨ dual to the basis (ωa, a ∈ 4) of P (Φ), and

{ω∨a }a∈4 is the basis of P∨ dual to 4.

The coroot d∨ is the highest short coroot. It can be written

d∨ =
∑
a∈4

ga · a∨ where ga = (a, a) · (d, d)−1da ∈ Z .

The dual Coxeter number g∨ is g∨ = 1 +
∑
a∈4

ga. The prime divisors of the ga are

the “torsion primes”.

Remark. In the applications, V and V ∗ will be permuted. We start with a

Cartan subalgebra t of a semisimple Lie algebra, the root system Φ will be in t∗,

and the coroot system in t.

1.6. Fundamental domains. We view now W as a group of linear transforma-

tions of VR = V ⊗QR and V ∗R = V ∗⊗QR. Let Φ,4, d be as in 1.4. The connected

components in V ∗ of the complement of the union of the hyperplanes a = 0 (a ∈ Φ)

are the open Weyl chambers and their closures the closed Weyl chambers. W op-

erates simply transitively on the open (resp. closed) Weyl chambers, and the

closed Weyl chambers are fundamental domains, in the exact sense, for W . The

positive (closed) Weyl chamber C+ is the cone

(1) C+ = {u ∈ V ∗|a(u) ≥ 0 (a ∈ 4)} .

Its edges are spanned by the ω∨a (a ∈ 4) hence C+ = {
∑
gaω

∨
a , ga ≥ 0, (a ∈ 4)}.

It is contained in its dual cone

(2) +C = {u ∈ V ∗|(u, c) ≥ 0 (c ∈ C+)} .

Which can also be defined as

(3) +C = {u ∈ V ∗ , ωa(u) ≥ 0 , (a ∈ 4)} .

It is a cone with edges spanned by the α∨ (α ∈ 4).

The negative Weyl chamber C− is −C+. The coroot lattice R∨ is invariant

under W . Let Waff be the semi-direct product of R∨ and W . It is also the
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group generated by the reflections to the hyperplane a = m (a ∈ Φ,m ∈ Z). The

connected components of the complements of the hyperplanes a = m (a ∈ Φ,m ∈
Z) are permuted simply transitively by Waff . Their closures are fundamental

domains (in the exact sense) for Waff . They are simplices, the Cartan simplices,

often called alcoves. One is given by

(4) A = {u ∈ V ∗|a(u) ≥ 0 , (a ∈ 4) , d(u) ≤ 1} .

Its vertices are the origin and the points ω∨a · d−1
a (a ∈ 4).

The group W operates in V and we have a similar situation. In particular, a

fundamental domain D+ for W is the set of points on which the α∨ (α ∈ 4) are

≥ 0, i.e. the positive linear combinations of the ωa (a ∈ 4). Its intersection with

P is P+. The positive linear combinations of the simple roots form the dual cone

of D+. It contain D+.

1.7. Root datum. There is an equivalent presentation of root and coroot sys-

tems which is more symmetrical. It is well adapted to the discussion of the Lang-

lands group of a group over a local field and to that of semisimple group schemes.

A root datum (X,Φ, X∨,Φ∨) consists of two free abelian group of finite rank

X,X∨, in duality by a bilinear form 〈 , 〉 and two finite subsets Φ ⊂ X, Φ∨ ⊂ X∨

of non-zero elements which span XQ and X∨Q respectively, of a bijection a ↔ a∨

between Φ and Φ∨ such that 〈a, a∨〉 = 2. Moreover, the transformations

sa : b 7→ b− 〈b, a∨〉a (a, b ∈ Φ)

sa∨ : b∨ 7→ b∨ − 〈b∨, a〉a∨ (a∨, b∨ ∈ Φ∨)

leave respectively Φ and Φ∨ stable.

To compare this presentation with the previous one, use 1.2(1), which for

a ∈ Φ, can be written

ra(b) = b− 〈b, a∨〉a .

§2. Complex semisimple Lie algebras

2.0. Let K be a commutative field, k a subfield of K and V a vector space over

K. It is also one over k. A k-subspace V0 such that V = V0 ⊗k K is a k-form of
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V . In particular, elements of V0 which are linearly independent over k are also

linearly independent over K and a bases of V0 over k is one of V over K.

2.1. Let g be a Lie algebra over C (or over any field for that definition). The

Killing form B( , ) on g is the bilinear symmetric form

B(x, y) = tr(ad x o ad y) (x, y ∈ g) .

g is semisimple if and only if B( , ) is non-degenerate (E. Cartan). Any semisimple

Lie algebra is a direct sum of simple ones. The one-dimensional Lie algebra is

simple, but not semisimple. Any other simple Lie algebra is semisimple, and non-

commutative.

2.2. A subalgebra t of g is a Cartan subalgebra if it is nilpotent, equal to its

normalizer. It is then maximal nilpotent.

Let g be semisimple. Then a Cartan subalgebra t is commutative, and g is

fully reducible under t, acting by the adjoint representation. Given a ∈ t∗, let

(1) ga = {x ∈ t
∣∣[t, x] = a(t) · x (t ∈ t)} .

Then g0 = t, and g is the direct sum of t and of the ga. The linear form a is a

root of g with respect to t if it is 6= 0 and ga 6= 0. The set Φ(t, g) = Φ of roots of

g with respect to t is a reduced root system. More accurately, the rational linear

combinations of the roots span a Q-form t∗Q of t∗ and form a reduced root system

there. It is irreducible if and only if g is simple (and semisimple). The ga are

one-dimensional and we have

(2) [ga, gb] =
{

0 if a+ b /∈ Φ ∪ {0}
ga+b if a+ b ∈ Φ

(a, b ∈ Φ) .

The Weyl group W (Φ) = W (t, g) is induced by elements of the normalizer of t in

any group with Lie algebra g.

The Killing form is non-degenerate on t and on ga ⊕ g -a (a ∈ Φ).

2.3. Splitting. For a ∈ Φ, let ta = [ga, g -a]. It is one-dimensional and contains

a unique element ha such that a(ha) = 2.

The ha form in t the inverse root system Φ, i.e. ha = a∨ (a ∈ Φ). For any

subfield k of C, their k-span is a k-form tk of t. Similarly, R(Φ) ⊗Z k = t∗k is a

k-form of t∗.
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There exist basis elements xa of the ga (a ∈ Φ) such that

[xa, x−a] = ha (a ∈ Φ)(1)

[xa, xb] = Na,bxa+b (a, b, a+ b ∈ Φ)(2)

[xa, xb] = 0 (a, b ∈ Φ, a+ b /∈ Φ ∪ {0})(3)

Na,b = N−a,−b if a, b, a+ b ∈ Φ .(4)

We have then Na,b = ±qa,b where qa,b is the greatest integer j such that b−j ·a ∈ Φ.

Moreover a(hb) = na,b (a, b ∈ Φ).

Thus the ha (a ∈ 4) and the xb (b ∈ Φ) form a basis of g, called a Chevalley

basis. Note that the integral linear combinations of the ha and xb form a Lie

algebra gZ a over Z, called a split Z-form of gr and g = gZ ⊗Z C. Such a basis

defines a splitting of g and gR = gZ ⊗Z R is a split real form of g.

The map θ : ha 7→ −ha and xa 7→ x−a (a ∈ Φ) is an automorphism of gC

hearing gR or gZ stable. The eigenspace of G on g for the eigenvalue 1 (resp. −1)

is spanned by xa + x−a (a ∈ φ) (resp. xa − x−a, ha, (a ∈ Φ)). A compact form

gu of g is spanned over R by iha, xa + x−a, i(xa − x−a). The restriction of θ to

gR is a Cartan involution. The corresponding Cartan decomposition is gR = k⊕ p

where k is spanned by the xa + x−a and p by the xa − x−a and ha.

A Cartan subalgebra t of a real semisimple be algebra m is split if all the roots

of mC with respect to tC are real valued on t. In that case the above construction

shows that m is a split real form of mC. From the above, the conjugacy of Cartan

involutions and that of Cartan subalgebras of (g, k) we get

Proposition. Let m be a real split semisimple Lie algebra. Then all split Cartan

subalgebras of m are conjugate by inner automorphisms.

To conclude this subsection we note two useful consequences of (1) to (4):

(a) g is generated by the ga (a ∈ 4 ∪−4).

(b) For a ∈ Φ(t, g), ta, xa, x−a span a three dimensional subalgebra sa iso-

morphic to sl2. We have

(5) [ta, xa] = 2 · xa , [ta, x−a] = −2x−a , [x−a, xa] = ta .

2.4. Parabolic subalgebras. We assume Φ = Φ(t, g) to be ordered. Let

(1) n
+ =

⊕
a>0

ga , n
− =

⊕
a<0

ga , b
± = t⊕ n

± .
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n± is a nilpotent subalgebra normalized by t and b is the Borel subalgebra defined

by the given ordering, b− the opposite Borel subalgebra. By 2.2(2), n+ (resp. n−)

is generated by the ga, a ∈ 4 (resp. a ∈ −4).

A subalgebra p of g is parabolic if it conjugate (under Ad g) to a subalge-

bra containing b. It is called standard if it contains b. The standard parabolic

subalgebras correspond bijectively to the subsets I of 4. Given I ⊂ 4, let [I] be

the set of roots which are positive linear combinations of elements in I. Then the

parabolic subalgebra pI associated to I is

(2) pI = b⊕
⊕
a∈[I]

g−a .

In particular p∅ = b, p4 = g. To describe more precisely the structure of p, we

introduce some notation and subalgebras.

Let tI = {t ∈ t|a(t) = 0, a ∈ I}. The centralizer z(tI) of tI in g is the direct

sum of tI and its derived algebra lI = Dz(tI) which is semi-simple, tI = t ∩ lI is a

Cartan subalgebra of lI and

(3) Φ(tI , lI) = [I] ∪ −[I] .

Finally, let nI =
⊕

a>0,a/∈[I]
ga. Then

(4) pI = z(tI)⊕ n
I = lI ⊕ tI ⊕ n

I .

The subalgebra tI (resp. tI) of t is spanned by the ta (a ∈ I) (resp. ω∨b ,

b ∈ 4− I). Of course, t = tI ⊕ tI .

Let Φ(tI , pI) be the set of non-zero restrictions to tI of elements of Φ+. For

b ∈ Φ(tI , pI) let gb = {x ∈ nI |[t, x] = b(t) · x, (t ∈ tI)}. Then nI is the direct sum

of the gb (b ∈ Φ(tI , pI). Note that gb is the set of all x ∈ g satisfying the previous

condition. It may be of dimension > 1.

2.5. Irreducible finite dimensional representations of g. Let (σ, V ) be

a finite dimensional representation of g. Then σ(t) is diagonalisable and V is the

direct sum of the Vλ (λ ∈ t∗), where

(1) Vλ = {v ∈ V, σ(t) · v = λ(v) · v (t ∈ t)} .
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The λ for which Vλ 6= 0 are the weights of t in V . Their set P (σ) is invariant

under the Weyl group. We have

(2) σ(ga) · Vλ ⊂ Vλ+a .

Let λ ∈ P (σ) and D be a line in Vλ. Assume it is stable under b. Note that, by (2),

this is always the case if λ+ a /∈ P (σ) for all a ∈ 4. Since U(g) = U(n−)⊗ U(b),

we have

(3) U(g) ·D = U(n−) ·D .

In particular, in view of (2), all weights in U(g) ·D are of the form

(4) λ−
∑
a∈4

ca · a with ca ∈ N .

Assume now σ to be irreducible. There is a weight λ such that λ+ a /∈ P (σ)

for all a ∈ 4. Let D be a line in Vλ. Since σ is irreducible, we have U(g) ·D = V ,

hence all weights are of the form (4), and λ has multiplicity one. It follows from

the theory of representations of sl2, applied to the subalgebras sa (a ∈ 4) that

(λ, a) ≥ 0 for all a ∈ 4, hence λ is dominant.

Let P+ the set of dominant weights, i.e. positive integral linear combinations

of the a. Then, by associating to an irreducible representation its highest weight,

one establishes a bijection between the isomorphism classes of finite dimensional ir-

reducible representations and P+. (A global construction of those representations

will be given in §4).

Let λ =
∑
ma · a (a ∈ 4,ma ∈ N) be a dominant weight and (σλ, V(λ)) the

corresponding irreducible representation. Then Vλ is the highest weight line and

is stable under b. But Vλ may be invariant under a bigger subalgebra, which by

definition is a standard parabolic subalgebra PI(λ), for some I(λ) ⊂ 4. It is easily

seen that

(5) I(λ) = {a ∈ 4, (λ, a) = 0} = {a ∈ 4|ma = 0} .

If λ is regular (all ma 6= 0), then I(λ) is empty and pI(λ) = b.

2.6. Contragredient representation. Opposition involution. Given a

finite dimensional representation (σ, V ) let (σ∗, V ∗) be the contragredient repre-

sentation. We have

(1) 〈σ(x) · v, w〉+ 〈v, σ∗(x) · w〉 = 0 (v ∈ V,w ∈ V ∗)
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and therefore

(2) P (σ∗) = −P (σ) .

If we choose dual bases in V and V ∗, then

(3) σ∗(x) = −tσ(x) , (x ∈ g) .

Assume V to be irreducible, with highest weight λ. Then −λ is the “lowest weight”

of σ∗, i.e. if µ is any weight of σ∗, then µ − λ is a positive linear combination of

the simple roots. Therefore −λ belongs to the opposite C− of the positive Weyl

chamber C+. There exists a unique element w0 ∈ W which brings C− onto C+.

Since it leaves P (σ∗) stable, it follows that −w0(λ) is the highest weight of σ∗.

The automorphism i of t∗ defined by

(4) i(µ) = −w0(µ)

leaves P (σ), P+ and 4 stable. It permutes the ωa (a ∈ 4), and is called the

opposition involution.

Example. If −Id belongs to the Weyl group, then it is equal to w0, hence i = Id

and all irreducible representations are self-contragredient.

Let g = sln. If
• • • · · · • •
a1 a2 an−2 an−1

is the usual Dynkin diagram of its root system, then ωai is the highest weight of

the i-th exterior power ∧i of the identity representation. The opposition involution

maps ai onto an−i, and, indeed ∧n−i is the contragredient representation to ∧i,
(1 ≤ i < n).

Let g = so2n (n ≥ 3). The Dynkin diagram is

•an−1
• • • · · · • •
a1 a2 an−2 •an

For i ≤ n − 2, ωa2 is the highest weight of the i-th exterior power of the identity

representation which is self-contragredient, ωan−1 and ωan correspond to the semi-

spinor representations. If n is even, −Id belongs to the Weyl group and they are

also self-contragredient. However, if n is odd, i exchanges the two last vertices,

hence the semi-spinor representations are contragredient of one another.
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For simple Lie algebras, there is only one other case where i 6= Id., the type

E6.

2.7. Highest weight modules (cf. e.g. Bourbaki, Lie VIII, §§6-8). Given

λ ∈ t∗, we also view it as a linear form on b which is trivial on n. Let Cλ be the

one-dimensional b-module defined by

(1) b · c = λ(b) · c (b ∈ b, c ∈ Cλ) .

The Verma module Vλ is defined by

(2) Vλ = U(g)⊗U(b) Cλ .

It is a U(g)-module, (the U(g)-module coinduced from the U(b)-module Cλ). Fix

a non-zero element eλ of Cλ and identify it to 1⊗ eλ in Vλ. Then

(3) Vλ = U(g) · eλ = U(n−) · eλ .

This implies readily that Vλ is a semisimple t-module whose weights are all lower

than λ, i.e. of the form

(4) λ−
∑
a∈4

ma · a (ma ∈ N, a ∈ 4) .

Accordingly, it is called a highest weight module. All weights of Vλ have finite

multiplicity and λ itself has multiplicity one.

Vλ is “cyclic”, generated by eλ. Any proper g-submodule has weights < λ.

As a consequence, Vλ contains a biggest proper g-submodule and the quotient Lλ
of Vλ by that submodule is irreducible. Every cyclic g-module with highest weight

λ is a quotient of Vλ, maps onto Lλ and any irreducible highest weight module

with highest weight is isomorphic to Lλ.

If λ ∈ P (Φ)+, then Vλ = Lλ is finite dimensional, and the irreducible g-

module with highest weight λ. In general however, Vλ and Lλ are distinct, infinite

dimensional.
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§3. Complex linear algebraic groups

3.1. Recall that an affine variety V ⊂ Cn is the set of zeroes of a family of

polynomials. If J is the ideal of all polynomials vanishing on V , then the C-

algebra of regular functions on V , also called the coordinate ring of V , is identified

to C[Cn]/J , where C[Cn] is the polynomial algebra over Cn. It is denoted C[V ].

The affine variety V is irreducible if it not the proper union of two affine

varieties. Any affine variety is the union of finitely many irreducible components.

V is also a complex analytic space. It is connected in the ordinary topology if it

is irreducible (but not conversely). If it is irreducible the quotient field C(V ) of

C[V ] is the field of rational functions on V .

A map f : V → V ′ of V into another affine variety V ′ is a morphism if the

associated comorphism f◦ (which sends a function u on V ′ to the function f ◦ u
on V ) maps C[V ′] into C[V ].

On V there is the Zariski topology (Z-topology), in which the closed sets are

the algebraic subsets and the ordinary topology, which is much finer. In particular,

if V is irreducible, any two non-empty Z-open sets meet. A fundamental property

of the above morphism f is that f(V ) contains a non-empty Zariski open subset

of its Zariski closure (whereas the image of a holomorphic map may not contain

any open set of its closure, in ordinary topology).

We also recall that C[V × V ′] = C[V ]⊗ C[V ′].

3.2. A subgroup G of GLn(C) is algebraic if there exists a family of polynomials

Pα ∈ C[X1,1X1,2, . . . , Xn,n] (α ∈ I) such that

(1) G = {g = (gi,j)|Pα(g1,1, g1,2, . . . , gn,n) = 0 (α ∈ I)} .

Thus G is the intersection of an affine variety in the space Mn(C) of n × n

complex matrices with GLn(C). At first, it is open in an affine variety. How-

ever, GLn(C) can be viewed as an affine variety in Cn+1 with coordinate ring

C[x11, x12, . . . , xnn, (det g)−1] so that, if I(G) is the ideal of polynomials in n2

variables vanishing on G, we have

(2) C[G] = C[x11, x12, . . . , xnn, (det g)−1]/J(G) .

Somewhat more invariantly, an affine variety G is an affine algebraic group if it is

a group and the map (x, y) 7→ x · y−1 is a morphism of varieties of G×G into G.
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It can be shown (rather easily) that any affine algebraic group is isomorphic to a

linear one.

3.3. Let G′ be also a linear algebraic group. A morphism f : G → G′ is a

homomorphism of groups which is a morphism of affine varieties. Concretely, if

G′ ⊂ GLm(C), then

f(g) = (cij(g))1≤i,j≤m , where cij ∈ C[G] .

3.4. A finite dimensional vector space V over C is a rational G-module if there

is given a morphism G→ GL(V ).

If V is infinite dimensional, it is said to be a rational module if there is given

a homomorphism σ : G→ GL(V ) such that any v ∈ V belongs to a finite dimen-

sional G-invariant subspace, which is a rational G-module under the restriction of

σ.

Example. C[G] is a rational G-module, if acted upon by left or right translations.

Recall that the left (resp. right) translation lg (resp. rg) is given by

lgf(x) = f(g−1 · x) , (resp. rgf(x) = f(x · g)) , (g, x ∈ G, f ∈ C[G]) .

That any element of C[G] is contained in a finite dimensional subspace invari-

ant under left or right translations is clear (the action of G on the ambient vector

space preserves the set of polynomials of a given degree). There remains to see

that the action by right (or left) translations on such a space is rational.

Let m : G×G→ G be the morphism defined by group multiplication. Then

m◦ maps C[G] into C[G×G] = C[G]⊗C[G]. If f ∈ C[G], there exist then functions

ui, vi ∈ C[G] such that

m◦f =
∑

ui ⊗ vi i.e. f(x · y) =
∑

ui(x) · vi(y) .

Let E be a finite dimensional subspace of C[G] stable under right translations and

f1, . . . , fm a basis of E. Then we see from the above that there exist cij ∈ C[G]

such that

rgfi =
∑
j

fj · cij(g) .

The cij define a rational representation of G on E.

12



Remarks. The above remains valid if C is replaced by any algebraically closed

groundfield (apart from the statement on connectedness in 3.1.)

3.5. Let G be as before. As an algebraic group, it is endowed with the Zariski

topology, which is not Hausdorff. On the other hand, it is also a complex Lie

group, with the usual analytic topology derived from that of C, with respect to

which it is Hausdorff. A treatment from the first point of view, over more general

fields, will be given in Part II. Here, we shall use freely the Lie theory and in

particular the standard connection between Lie algebras and Lie groups provided

by the exponential, which in general is transcendental, not algebraic. We shall

also use the Lie theoretic definition of the Lie algebra, postponing to Part II the

algebraic group definition.

On one point the Zariski and the ordinary topology coincide : G is connected

in the ordinary topology if and only it is so in the Zariski topology, and also if and

only it is irreducible as an affine variety. If G is algebraic, the identity component

in the ordinary topology is also an algebraic group (this would not be so for real

algebraic groups, see §6).

We let H(M) be the C-algebra of holomorphic functions on the complex

manifold M . If M is a smooth affine variety, then H(M) ⊃ C[M ].

Let f : G→ G′ be a morphism of algebraic groups. Then f(G) is an algebraic

subgroup, in particular it is Zariski-closed. To see this, we may assume G to be

connected. Let Z be the Zariski-closure of f(G). It is obviously a group. Let

x ∈ Z. Then (see 3.1), f(G) ·x contains a Zariski-open subset of Z, hence it meets

f(G), whence x ∈ f(G).

A homomorphism f : G → G′ is a morphism of Lie groups if f◦(H(G′)) ⊂
H(G). In general, it is not a morphism of algebraic groups. (However it is auto-

matically one if G and G′ are semisimple, see §4.)

As a simple example, take G = C, the additive group of C and G = C∗ =

GL1(C).Then C[G] is the algebra of polynomials in one variable and C[G′] =

C[x, x−1] the algebra of Laurent polynomials in one variable. There is no nontrivial

morphism of a algebraic group G→ G′, but the exponential t 7→ exp t it is one of

Lie groups (which makes G the universal covering of G′). This map can also be

viewed as the exponential from the Lie algebra of G′ to G′.

There is however one case where the Lie group exponential is algebraic. Let n
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be a linear Lie algebra consisting of nilpotent matrices (it is then nilpotent). For

x ∈ n, and t ∈ C, the exponential

exp t · x =
∑
n≥0

tnxn

n!

is a polynomial since xn = 0 for n big enough, and it has an inverse

log y = log(1 + (y − 1)) =
∑
n≥0

(y − 1)n

n
(y unipotent) .

Hence, in this case, exp is an isomorphism of affine varieties of n onto the connected

group N with Lie algebra n, which consists of unipotent matrice (all eigenvalues

equal to one). In particular, every such group is algebraic.

3.6. Jordan decomposition. Let V be a finite dimensional vector space over

C (or over any perfect field k) and let A ∈ End V (resp. B ∈ GL(V )). Then

there are unique elements As, An ∈ End V and Bs, Bu ∈ GL(V ), where As, Bs
are semisimple, An nilpotent, Bu unipotent, such that

A = As +An , As ·An = An ·As(1)

B = Bs ·Bu , Bs ·Bu = Bu ·Bs .(2)

Moreover, As and An are polynomials in A without constant terms and Bs, Bu

are polynomials in B (with coefficients in C, or in k if k is perfect). (1) (resp.

(2)) is the Jordan decomposition of A (resp. B). This decomposition extends

in an obvious way if V is infinite dimensional, but a union of finite dimensional

subspaces invariant under A (resp. B).

3.7. Let now G ⊂ GLn(C) be algebraic and g ∈ G. Then gs, gu ∈ G. Similarly,

if x ∈ g, then xs, xn ∈ g. Moreover a morphism P : G → G′ of algebraic groups

and its differential df : g→ g′ preserve the Jordan decompositions of g and x.

Some indications on the proofs. Clearly, G = {g ∈ GLn(C), G · g = G}. There-

fore, if J is the ideal of G in Mn(C), G is the set of g in GLn(C) such that

rg(J) = J . Since gs and gu are polynomials in g, it follows that they belong to

G. It is also easily seen that g is unipotent (resp. semisimple) if and only if rg is

unipotent (resp. semisimple). This implies readily the second assertion for g. The

proofs of the corresponding assertions for the Lie algebra can be reduced, over C,
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to the previous case by using local one-parameter groups (but algebraic proofs are

also available).

3.8. Next we recall a lemma of Chevalley:

Lemma. Let G be a linear algebraic group and H a closed subgroup. There

exists a rational linear representation (σ, V ) of G such that V contains a line

whose stability group in G is equal to H.

Sketch of proof. Let J be the ideal of H in C[G]. It is finitely generated (Hilbert)

hence we can find a finite dimensional subspace E of C[G] invariant under G with

respect to left or right translations, such that E ∩ J generates J , as an ideal. Let

d = dimE ∩ J . Then (σ, V ) is the natural representation of G in the d-th exterior

power of E, induced left or right representations, and D is the line representing

J ∩ E.

3.9. An application of Lie’s theorem. Let G be connected, solvable and

(σ, V ) acting linearly and holomorphically on a finite dimensional complex vector

space V . By Lie’s theorem, G leaves a line in V stable. An easy induction shows

that it leaves a full flag invariant, i.e. a sequence of subspaces

V = V0 ' V1 ' · · · ' Vm = (0) (m = dimV )

of dimensions decreasing by one. In other words, it can be put in triangular form.

Proposition. Let G be a connected solvable a linear algebraic group acting ra-

tionally by projective transformation on a projective space Pn(C) and let Z be a

projective variety stable under G. Then G has a fixed point in Z.

The classical Lie theorem just recalled implies the existence of a flag in Pn(C)

i.e. decreasing sequence of projective subspaces

Pn(C) = E0 ' E1 ⊃ · · · ⊃ En (dimEi = n− i)

invariant under G. The intersections Ei ∩ Z have dimensions decreasing by at

most one, and the last non-empty one has dimension zero. It consists of finitely

many points, which are all invariant under G, since the latter is assumed to be

connected.
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3.10. Tori. A torus is a complex algebraic group isomorphic to a product of

copies of C∗. More intrinsically, it is a connected group consisting of semisimple

elements. This implies commutativity. At first, this terminology conflicts with a

much older one, according to which a torus is a compact topological group isomor-

phic to a product of circle groups. If need be, we shall call algebraic torus one in

the former sense, and topological torus one in the latter sense. As a topological

group, C∗ is the product of a circle group by the real line and, in particular, is

not compact. The reason for this terminology is that algebraic tori play for linear

algebraic groups a role similar to that of topological tori for compact Lie groups,

as we shall see.

In the sequel, “torus” stands for algebraic torus, and “topological torus” for

a product of circle groups.

Let T be a torus, n its dimension. Then T = GL1(C)n = (C∗)n and

(1) C[T ] = C[x1, x
−1
1 , . . . , xn, x

−1
n ]

is the algebra of Laurent polynomials in n variables, namely, the coordinates in

the n factors. It can be realized as the group of invertible diagonal matrices in

GLn(C), hence consists of semisimple elements. If σ is a rational representation

of T , then σ(T ) consists of semisimple elements (see §3.5), hence is diagonalizable,

and all irreducible rational representations of T are one-dimensional.

For any algebraic group G, let X(G) or X∗(G) be the group of of its rational

characters, i.e. of morphisms of G into GL1. It is a group under multiplication of

the values at the elements of G.

The rational characters of C∗ are just the map x 7→ xm (m ∈ Z). It fol-

lows that the characters (rational is always understood) of T are the monomials

xm1
1 · . . . · xmnn (mi ∈ Z, i = 1, . . . , n), hence X(T ) = Zn.

Let X∗(T ) = Morph(GL1, T ). Its elements are the one-parameter subgroups

of T . Any such morphism is of the form t 7→ (tm1 , . . . , tmn), therefore X∗(T ) is

also isomorphic to Zn. If λ ∈ X∗(T ) and µ ∈ X∗(T ), then µ ◦ λ is a morphism

of GL1 to itself, hence of the form t 7→ tm for some m ∈ Z. The bilinear form

〈λ, µ〉 = m defines a perfect duality between X∗(T ) and X(T ). If λ ∈ X(T )

we shall write tλ for the value of λ on t ∈ T . Let λi be the character which

assigns to t = (t1, . . . , tn) its i-th coordinate ti. The λi form a basis of X(T ). If
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λ = m1λ1 + · · ·+mnλn ∈ X(T ), then

(2) tλ = tm1
1 · · · tmnn .

With this notation, the composition of characters is written additively: if λ, µ ∈
X(T ), then tλ · tµ = tλ+µ.

Let (µi) be the basis of X∗(T ) dual to (λi). Then µi is the one-parameter

group mapping c ∈ C∗ to the point t ∈ T with i-th coordinate c and all other

coordinates equal to 1. Hence µ =
∑
miµi is the one-parameter group c 7→

(cm1 , . . . , cmn).

A morphism f : T → T ′ of tori obviously induces group homomorphisms

(3) f◦ : X(T ′)→ X(T ) f∗ : X∗(T )→ X∗(T ′) .

It is easily seen that the converse is true. More precisely, T 7→ X(T ) and T 7→
X∗(T ) are respectively contravariant and covariant functors from the category of

tori and morphisms to that of finitely generated free commutative groups and

group homomorphisms, which define equivalence of categories. In particular

(4) Aut T = Aut X(T ) = Aut X∗(T ) ∼= GLn(Z) .

Proposition. Let H be a Z-closed subgroup of T . Then H is the intersection of

kernels of characters.

Proof. Any P ∈ C[T ] is a finite linear combination of characters of T . Its restric-

tion to H is a finite linear combination of homomorphisms of H into C∗. One then

uses the following elementary lemma (proof left to the reader):

(∗) Let L be a group. Then any finite set of distinct homomorphisms of L into

C∗ is free.

Corollary 1. If H is connected it is a direct factor of T , and a torus.

(If λm is trivial on H for some m 6= 0, then so is λ since H is connected,

hence the set of λ which are trivial on H form a direct summand of X(T ).)

This implies that a connected commutative linear algebraic group consisting of

semisimple elements is a torus.

Corollary 2. The torus T contains elements t which generate a Z-dense subgroup.

(Take t = (t1, . . . , tn) with the ti algebraically independent.) Such elements

will be called generic.
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Corollary 3. Let f : G→ G′ be a morphism of linear algebraic groups and T ′ a

torus in G′. Then G contains a torus T mapping onto T ′.

Proof. Let t′ be a generic element of T ′. It is semisimple, hence 3.7 implies the

existence of a semisimple t in G mapping onto t′. Let S be the identity component

of the Z-closure of the group 〈t〉 generated by T . It is a torus and f(S) ⊃ T ′.

Then take (f−1(T ′) ∩ S)◦.

Given a subfield k of C, we let

(3) X(T )k = X(T )⊗Z k X(T )k = X∗(T )⊗Z k .

If we identify µi with its differential, hence C · µi with the Lie algebra of the i-th

coordinate subgroup, then it is easily seen that we have a natural isomorphism

X∗(T )C ∼= t. Similarly, if we identify λ ∈ X(T ) to its differential, then X(T )C = t∗.

We leave it also as an exercise to check that X∗(T ) ⊗Z C∗ ∼= T . Similarly,

X(T ) ⊗Z C∗ is a torus, the character group of which is naturally identified to

X∗(T ).

Remarks. (1) Here too, all of the above, apart from the initial remarks about T

as a Lie group, is valid over any algebraically closed groundfield.

(2) Let us again consider T as a complex Lie group. Then it is isomorphic to

the product of a n-dimensional torus (S1)n by Rn. From the point of view of real

algebraic groups (see §5,6), this should be phrased differently. Note first that C∗

can be written as the C∗ = S1 · R∗ where S1 is identified to the complex numbers

of modulus one. The intersection of these two groups is the subgroup of order two

in each, hence C∗ = S1×R∗/Γ, where the subgroup of order two Γ sits diagonally

in the two factors. Similarly T = (S1)n · (R∗)n, and the intersection of the two

factors is a product of n cyclic subgroups of order 2, which is in each factor the

subgroup of elements of order ≤ 2. There is a natural bijection between these two

subgroups, which allows one to define a diagonal Γ, and T = (S1)n × (R∗)n/Γ.

3.11. Here we use the fact that if G is linear algebraic and N a Z-closed normal

subgroup, then the quotient Lie group G/N is in a natural way a linear algebraic

group.

From 3.7 we see that a complex linear algebraic group G has a greatest normal

subgroup consisting of unipotent matrices to be called the unipotent radical of G

and denoted RuG. It is always connected.
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G0 has a greatest connected normal solvable subgroup, called the radical of

G, denoted RG0. It is normal in G.

It follows from 3.7 that if G is commutative, its semisimple elements form a

closed diagonalizable subgroup Gs (a torus if G is connected) and G is the direct

product of Gs and RuG, where RuG consists of all unipotent matrices of G.

I leave it as an exercise to show by induction on dimension, using Corollary

3, that if G is connected, nilpotent, then, G = Gs × Gu where Gs is the unique

maximal torus of G and Gu = RuG consists of all unipotent elements of G.

A less trival exercise is to prove that if G is connected, solvable then RuG
consists of all unipotent matrices of G, the maximal tori of G are conjugate under

RuG and G is the semi-direct product of RuG and any maximal torus. The proof

also uses induction and Corollary 3, and is reduced to the following lemma

Lemma. Let G = T · U be connected, solvable, semi direct product of a torus T

and of a normal commutative unipotent subgroup. Assume that U t = {1} for all

t ∈ T , t 6= 1. Then any semisimple element of G is conjugate to one in T .

Proof. Let t ∈ T , t 6= 1. Since U is commutative, normal, the map

ct : u 7→ (t, u) = t · u · t−1 · u−1

is a homomorphism, the kernel of which is clearly U t. Hence it is an automorphism

of U .

Let s ∈ G be semisimple. Write it as s = t · u (t ∈ T, u ∈ U), where t 6= 1

if s 6= 1. By the above, there exists v ∈ U such that u = t−1 · v · t · v−1. Then

s = v · t · v−1.

We shall say that G is reductive if RG0 is a torus. (This notion will be dis-

cussed in greater detail later, see §§5,6.) Recall that, by the Levi-Malcev theorem,

a Lie algebra over a field of characteristic zero is the direct sum of its radical by

a semisimple Lie algebra (a Levi subalgebra) and all those are conjugate under

inner automorphisms. This implies easily that G is the semi-direct product of

RuG by a reductive subgroup, say M . In a slight modification of the Lie algebra

terminology, M is said to be a Levi subgroup of G.

The Levi subgroups are the maximal connected reductive subgroups of G.

If S is a maximal torus of RG, then Z(S) is a Levi subgroup and conversely.

Hence, the Levi subgroups are conjugate under RuG. Moreover, S = (CZ(S))

since G/RG is semisimple.
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§4. Complex semisimple groups

In this section, G is a complex connected semisimple linear algebraic group, g

its Lie algebra.

(In fact, G can be any complex connected semisimple Lie group, since such a group

has a unique structure of algebraic group, cf §5).

4.1. We first give a global version of the structure of g described in §2. The

results are valid over any algebraically closed groundfield and, as such, are given

an algebraico-geometric proof, cf Part II. Here, for convenience, we just deduce

them from the Lie algebra results.

Let t be a Cartan subalgebra of g and TG the Lie subgroup of G with Lie

algebra t. Since t is equal to its normalizer in g, the group TG is the identity

component of the normalizer of t in G, hence is algebraic. It is commutative and

consists of semisimple elements (since t does), hence is a torus. The maximality and

conjugacy of the Cartan subalgebras implies that TG is a maximal torus and that

all maximal tori are conjugate. TG and its conjugates are the Cartan subgroups

of G. The decomposition of g in 2.2 is invariant under TG, acting by the adjoint

representation. Each ga is stable under TG and defines a character of TG, to be

called a root of G with respect to TG, and also to be denoted a. Its differential is

the root in the sense of 2.2 but we shall not make a notational distinction between

them. The roots form a root system Φ(TG, G) in X(TG)Q, naturally isomorphic

to Φ(t, g) under the isomorphism X(TG)Q = t∗Q (cf 3.3). Similarly the Weyl group

W (t, g) may be viewed as the group W (T,G) of automorphisms of TG induced

by inner automorphisms and is naturally isomorphic to N (TG)/TG. The lattice

X(TG) contains the lattice R(Φ) spanned by the roots. The lattice P (Φ) of weights

of Φ may be identified to a lattice in X(TG)Q.

4.2. Consider the (finite) set Sg of isomorphism classes of Lie groups with Lie

algebra g. The root system, R(Φ) and P (Φ) depend only on g, but TG depends

also on G, whence the notation. Among the G ∈ Sg are the simply connected

group Gsc and the adjoint group Gad. If G ∈ Sg, there are canonical surjective

morphisms with finite kernels

(1) Gsc → G→ Gad , TGsc → TG → TGad .
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The vector space X(TG)Q may be identified naturally with R(Φ)Q, hence X(TG)

to a lattice in R(Φ)Q. Let us call diagram a pair (Φ,Γ) where Φ is a reduced root

system in a rational vector space and Γ a lattice intermediary between P (Φ) and

R(Φ). Then the map which associates to G the diagram (Φ(t, g)Q, X(TG)) defines

a bijection between isomorphism classes of diagrams and isomorphism classes of

complex semisimple linear algebraic groups, (a classification which is also valid

over any algebraically closed groundfield by a famous theorem of Chevalley).

Any linear representation of g integrates to one of Gsc, therefore X(TGsc) =

P (Φ). At the opposite, X(TGad) = R(Φ).

We have the identification t = X∗(TG) ⊗Z C. Then tR = X∗(TG) ⊗Z R is a

real form tR of t. Over the reals, we can write t = tR ⊕ itR. The exponential

expG : t → TG is surjective, with kernel a lattice ΛG in itR which is the dual to

X(TG). In particular

(2) ΛG =
{

2πiR(Φ∨) if G = Gsc

2πiP (Φ∨) if G = Gad.

Note also that the identification of R(Φ∨) to a lattice in tR maps a∨ onto ha

(a ∈ Φ).

4.3. Parabolic subgroups. We now define the subgroups in G associated to

various subalgebras introduced in 2.3. They depend on G ∈ Sg, but, for the

simplicity of the notation, I shall omit the subscript G, and in particular write T

for TG.

For a ∈ Φ, we let Ua be the one-dimensional unipotent group with Lie algebra

ga. It is invariant under T . The Lie algebra n± is the Lie algebra of a unipotent

group N±, generated by the Ua (a>0
<0 ). In fact, it is directly spanned by the Ua,

i.e. for the a’s in any order, the product map
∏
a>0

Ua → N+ is an isomorphism of

varieties and similarly for N−. The group B = T ·N+ with Lie algebra b is a Borel

subgroup of G, and B− = T ·N− is the opposite Borel subgroup. A subgroup of G

is parabolic if its Lie algebra is parabolic. This is also equivalent to G/P being a

homogeneous projective variety (see 4.6(c)). A parabolic subgroup is standard if

it contains B. As in the Lie algebra case, these subgroups correspond bijectively

to the subsets of 4. We let

(1) TI =
( ⋂
a∈I

ker a
)◦

, LI = DZ(TI) and PI = Z(TI) ·N+ .
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We have again

Z(TI) = LI · TI (LI ∩ TI finite)(2)

PI = Z(TI) ·N I (semi-direct) , N I = exp n
I .(3)

The Lie algebra g is the direct sum of n− and b. Therefore N− · B contains

an open set of G. In fact, as we shall see (4.4), it is a Zariski-open set, isomorphic,

as a variety to N− ×B.

4.4. Bruhat decomposition.

4.4.1. First some notation. If x ∈ N (T ), then x ·B depends only on the image of

x in W , so there is no ambiguity in denoting it w ·B. Similarly, x ·Ua · x−1 = x
Ua

depends on w and will be denoted wUa. Thus wUa = U
w(a) . Given w ∈W , let

(1) Φw = {a ∈ Φ+, w−1(a) < 0} ,Φ′w = {a ∈ Φ+, w−1(a) > 0} .

Therefore

Φw = w−1(Φ+) ∩ Φ−(2)

Φ′w = w−1(Φ+) ∩ Φ+ .(3)

Let

(4) nw =
⊕
a∈Φw

ga , n
′
w =

⊕
a∈Φ′w

ga

are subalgebras. Let Nw, N ′w be the corresponding groups. Then:

(5) Nw ∩N ′w = {1} , N = Nw, N
′
w , w−1N ′ww ⊂ N , w−1Nww ⊂ N− .

4.4.2. Theorem.

(a) The group G is the disjoint union of the double cosets BwB (w ∈W ).

(b) G/B is the disjoint union of the quotients BwB/B and BwB/B is isomorphic

to Nw.

These statements define the Bruhat decompositions of G and G/B. We have

(1) BwB = Nw ·N ′w · wB = Nw · w ·B = w−1 ·Nw · w ·B ⊂ N− ·B ,
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therefore, the map u 7→ u ·wB defines an isomorphism of Nw onto BwB/B. Thus

(b) follows from (a). There remains to prove (a). Although all this is valid over

any algebraically closed groundfield, I give here a Lie algebra proof over C (due to

Harish-Chandra, in a more general setting, cf 6.4). The main point is the following

lemma:

Lemma. Let b′ be a Borel subalgebra of g. Then b∩ b′ contains a Cartan subal-

gebra of g.

Proof. We have b = t⊕ n. Similarly b′ = t′⊕ n′ where t′ is a Cartan subalgebra of

g and n′ the nilradical of b′. Any subalgebra of b (resp. b′) consisting of nilpotent

elements is contained in n (resp. n′). Let h = b ∩ b′ and hn its nilradical. Then

(2) hn = n ∩ n
′ = h ∩ n = h ∩ n

′ .

Given a subspace v or g, we let v⊥ be its orthogonal with respect to the Killing

form. Of course

(3) dim v + dim v
⊥ = dim g .

It follows from the structure theory in §2 that

(4) n
⊥ = b , n

′⊥ = b
′ .

From (2) and (4) we see that

(5) h
⊥
n = b + b

′

whence also, by (3)

(6) dim hn = dim g− dim(b + b
′) .

On the other hand, by elementary linear algebra,

(7) dim(b + b
′) + dim h = dim b + dim b

′

hence

(8) dim(b + b
′) = 2 dim b− dim h .
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From (6) and (8) we get

(9) dim h− dim hn = dim t .

But h is the Lie algebra of a solvable algebraic group, hence h = s⊕ hn where s is

the Lie algebra of a torus in H = B ∩B′. By (9), s has the same dimension as t,

hence is a Cartan subalgebra of g, and the lemma is proved.

Proof of (a). Let x ∈ G. By the lemma, x−1 ·B · x∩B′ contains a maximal torus

T ′ of G. There exists b ∈ B such that b−1 · T ′ · b = T , hence z−1 · B · z ∩ B ⊃ T ,

where z = x ·b. Then B∩z ·B ·z−1 ⊃ z ·T ·z−1. There exists therefore y ∈ B such

that y · z = y ·x · b normalizes T , hence represents an element w of W and we have

B · x ·B = B ·w ·B, which shows that G = B ·W ·B. Assume BwB ∩Bw′B 6= ∅
for w′ ∈ W . Then these double cosets are equal and w′ = b · w · b′ for suitable

b, b′ ∈ B. View T as the quotient B/N . Then b, b′, w, w′ act on T , with b, b′ acting

trivially. Therefore w and w′ represent the same element of the Weyl group.

4.4.3. The Cw = BwB/B are the Bruhat cells G/B. The cosets wB (w ∈ W )

can also be viewed as the fixed points of T on G/B, so the Bruhat cells are

the orbits of the fixed points of T under B or N . In fact, the lemma implies

that they are all the orbits of B in G/B. Let w0 be the element of the Weyl

group which transforms positive roots into negatives ones. Then Nw0 = N and

B · w0B = w0 · U− ·B is open.

4.4.4. There is also a Bruhat decomposition for G/P , P any parabolic subgroup.

We may assume P = PI is standard, (I ⊂ 4). Let WI be the subgroup of

W generated by the reflections ra (a ∈ I). Then WI indexes the cells in the

Bruhat decomposition of LI (notation of 4.3(2)) with respect to (B ∩ LI), hence

PI = B ·WI ·B. Then G = B · (W/WI) ·PI and G/PI is disjoint union of Bruhat

cells indexed by (W/WI). I describe this more precisely, referring to §21 of my

book for the details.

Each coset w ·WI contains a unique element of smallest length wI such that

if v ∈ WI , then l(wI · v) = l(wI) + l(v), (cf Bourbaki). The wI form a set of

representatives W I for W/WI . Let pI be the projection of G/P onto G/PI . Fix

w ∈ W I . Then pI is an isomorphism of Nw · w onto its image in G/PI and every

cell C(wI · v) (v ∈WI) maps onto that image. Thus G/PI is the disjoint union of
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cells isomorphic to the C(w) (w ∈W I). The main point to see this is the following

fact (loc. cit.) If w,w′ ∈W and l(w)+ l(w′) = l(w ·w′), then BwBw′B = Bww′B.

4.4.5. To conclude this section, we draw an important consequence of the lemma,

to be used in 4.5. Let X ∈ b. Write it, in the notation of 2.2

(1) X =
∑
a>0

ca(X) · xa .

Lemma. If ca(X) 6= 0 for a ∈ 4, then b is the unique Borel subalgebra of g

containing X, and B is the unique Borel subgroup of G containing x = expX.

Proof. Let b′ be a Borel subalgebra containing X. It suffices to show that some

conjugate under B of b′ is equal to b. By 4.4.2, b′∩b contains a Cartan subalgebra.

Since the latter is conjugate under B to t′, we may assume that b′ ∩ b ⊃ t. Then

n ∩ b ∩ b′ is a direct sum of some of the ga. The assumption implies that the ga

with a ∈ 4 all occur. But they generate n (see 2.3), hence n ⊂ b′ and b = b′.

For unipotent elements, exp has an inverse hence the global statement follows

from the Lie algebra one (It can also be given an analogous global proof, which is

valid in any characteristic.)

4.5. Nilpotent and unipotent varieties. We let

(1) N = {X ∈ g, X nilpotent} , U = {g ∈ G, x unipotent} .

They are invariant under G, acting by conjugacy, hence are unions of conjugacy

classes. The condition of being nilpotent in g, or unipotent in G is algebraic, so N
and U are algebraic subsets. The exponential map is an isomorphism of varieties

of N onto U (cf 3.4).

4.5.1. Proposition. The varieties N , U are irreducible, of codimension equal

to the rank of G.

Proof. It suffices to consider U . Let

X = {(gB, x) ∈ G/B ×G|g−1 · x · g ∈ N} .

The second projection pr2 : X → G is clearly U . Let µ : G×G→ G/B×G be the

product of the canonical projection G→ G/B by the identity. Then µ−1(X) is the
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image of G×N under the map (g, u) 7→ (g, g · u · g−1) hence is irreducible. Then

so are X and pr2X = U . Consider now the first projection pr1 of X on G/B. Its

fibres are conjugates of N , hence dimX = dimG/B + dimN = dimG− l, where

l = dimT is the rank of G. Consequently dimU ≤ dimG− l. To make sure that

dimU = dimG− l it suffices to show that some fibres of pr1 are finite. This follows

from Lemma 4.4.5, and the Proposition is proved.

Our next objective is to show that U and N are unions of finitely many

conjugacy classes, a result proved first by B. Kostant. We give here R. Richardson’s

proof (see 4.5.5 for references). It is based on the following lemma:

4.5.2. Lemma. Let H be a connected linear algebraic group, M a closed sub-

group. Assume that the Lie algebra h of H is a direct sum of the Lie algebra of m

of M and of a subspace c invariant under M . Then the intersection of a conjugacy

class of H in h with m is the union of finitely many conjugacy classes of M .

First a general remark about tangent spaces to conjugacy classes. If M is a

smooth manifold and x ∈ M , the tangent space to M at x is denoted TMx. Let

now M = h be the Lie algebra of a Lie groupH. We let CH(x) = {Ad h(x), h ⊂ H}
be the conjugacy class of x. The differential of the map µx : h 7→ Ad h(x) sends

y ∈ h to [y, x], and h onto T (CH(x))x, hence

(1) T (CH(x)) = [h, x] .

Proof of the lemma. The conjugacy class of X ∈ h under H and M are respectively

denoted by CH(X) and CM (X). Since CH(X)∩m is algebraic, it is a finite union

of irreducible varieties stable under M . It suffices to show that these components

are conjugacy classes of M . Let Y ∈ CH(X)∩m, and Z the irreducible component

of CH(X) ∩m containing Y . It is stable and, clearly, CH(X) = CH(Y ). We may

assume that Z is smooth at Y . By (1) we have

(2) TCH(Y )Y = [h, Y ] , TCM (Y )Y = [m, Y ] .

Clearly:

(3) TZY ⊂ TCH(Y ) ∩m = [h, Y ] ∩m .
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But [h, Y ] = [m, Y ]+[c, Y ]. Since Y ∈ m, the assumption (1) implies that [c, Y ] ⊂ c

hence [h, Y ] ∩m = [m, Y ] and we get

(4) TZY ⊂ TCM (Y ) ⊂ TZY

so that TZY = TCM (Y )Y . This shows that Z is smooth and that each orbit of

M in Z is open in Z. Since Z is irreducible, it is equal to one such orbit.

4.5.3. Theorem (B. Kostant). The nilpotent and unipotent varieties of G are

unions of finitely many orbits.

It suffices to prove it forN . The assertion is well-known to be true for SLn(C),

since any nilpotent matrix is conjugate to one in Jordan normal form, and those

are finite in number.

By definition, the group G is embedded in some SLn(C). Any finite dimen-

sional representation of G is fully reducible, therefore the Lie algebra of SLn(C)

is direct sum of g and of a subspace c invariant under AdG. The theorem now

follows from the lemma, where H and M stand for SLn(C) and G respectively.

4.5.4. Regular elements. An element x ∈ G is regular if its centralizer has

the smallest possible dimension. If x is semisimple, it is contained in a maximal

torus hence Z(x) has dimension ≥ l = rank G. If no root is equal to 1 on x,

then Z(x)◦ = T and x is regular. A simple limit argument that dimZ(x) ≥ l

for all x ∈ G, and more precisely that Z(x) contains a commutative subgroup of

dim ≥ l. Hence x is regular if and only if dimZ(x) = l. If u ∈ N is regular, then

its orbit has codimension l, hence is open in U . Since U is irreducible (4.5.2), the

regular unipotent elements form a single orbit, whose intersection with U is the

exponential of the set defined by 4.4.3(1) and is one conjugacy class with respect

to B. Similarly for N . One representative is exp X where X =
∑
a∈4

xa.

More generally, given I ⊂ 4, the theorem implies that there is one unipo-

tent conjugacy class whose intersection with N I is open dense in N I . Again,

its elements form one conjugacy class under PI . They are called the Richardson

elements.

An element x ∈ G is regular if and only if xu is regular in ZG(x)0.

Let x be regular. If it is unipotent, it is contained in a unique Borel subgroup.

If it is semisimple, then it belongs to a unique maximal torus T ′, the identity com-
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ponent of its centralizer, and any Borel subgroup containing x must also contain

T ′. Hence x belongs to only finitely many Borel subgroups. More generally, Stein-

berg has shown that an element is regular if and only if it is contained in only

finitely many Borel subgroups (For a systematic study of regular elements, over

any algebraically closed groundfield, see R. Steinberg, Publ. Math. I.H.E.S. 25,

1965, 49-80.)

4.5.5. Theorem 4.5.3 was first proved by B. Kostant (Amer. J. Math. 8, 1959,

973-1032.) The proof given here is due to R. Richardson (Annals of Math. 86,

1967, 1-15.) It is valid over any algebraically closed groundfield of characters 0 or

> 5. More specifically, for a given simple group, the characteristics to avoid are

the “torsion primes” (cf 1.5). A proof valid without any restriction was given later

by G. Lusztig (Inv. Math. 34, 1976, 201-213.)

4.5.6. As corollary to 4.5.3, we note that if X ∈ g is nilpotent, then there exists

λ ∈ X(N (CX)), λ 6= 0, such that Adg(X) = gλ ·X (g ∈ N (CX)).

Indeed, the elements c·X (c ∈ C) are all nilpotent. By 4.5.3 there are infinitely

many values of c such that the elements c ·X belong to the same conjugacy class.

Therefore N (CX) acts non-trivially on the line C ·X. This action is described by

a non-trivial character of N (CX).

Much more precisely, the theorem of Jacobson-Morosow asserts the existence

of an “sl2-triple” containing X, i.e. the existence of Y nilpotent and H semisimple

such that

[H,X] = 2X , [H,Y ] = −2Y , [X,Y ] = H .

For a proof, cf the paper of Kostant referred to above. In that paper, it is shown

that this construction establishes a bijection between conjugacy classes of nilpo-

tent elements and conjugacy classes of sl2-triples, and that the latter are finite in

number, whence 4.5.3.

Among the sl2-triples, there is a particularly important conjugacy class, that

of the so-called principal sl2-triples, discovered independently by E.B. Dynkin

(Dokl. Ad. Nauk SSSR (N.S.) 71, 1950, 221-4) and J. de Siebenthal (Comm.

Math. Helv. 25, 1951, 210-256).

We use the notation of 2.2, 2.3. Let H = 2 ·
∑
a∈4

w∨α . Then b(H) = 2 (b ∈ 4).

The fundamental coweight are linear combinations with strictly positive coeffi-
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cients of the simple coroots, hence we have

H =
∑
a∈4

raha (ra > 0, a ∈ 4)

(recall that ha = α∨, see 2.3). Let then

X =
∑
a∈4

ca · xa (ca 6= 0, a ∈ 4) , Y =
∑
a∈4

(ra/ca)x−a .

We leave it as an exercise to check that (H,X, Y ) is a sl2-triple. It has quite

remarkable properties, explored in depth in the Kostant paper already mentioned.

4.6. Irreducible representations. As before, we assume a choice of an order-

ing on the roots. As was recalled in §2, a finite dimensional irreducible representa-

tion of g is characterised by its highest weight which can be any element of P (Φ)+.

Such a representation integrates to a rational representation of Gsc and its weights

belongs to P (Φ), now identified to X(TGsc). Such a representation descends to one

of a group G ∈ Sg if and only if its weights belong to X(TG), and it suffices for this

that the highest weight be contained in X(TG), (because all weights are congruent

to the highest one modulo R(Φ)). We now give a direct global construction of an

irreducible representation (σλ, Eλ) of G with highest weight λ ∈ X(TG). Let for

λ ∈ P (Φ),

(1) Eλ = {f ∈ C[G] , f(g · b) = bi(λ)f(g)} (g ∈ G, b ∈ B) ,

(otherwise said the induced representation on C[G] from the one-dimensional rep-

resentation b 7→ bi(λ) of B).

Theorem. The module Eλ is 6= 0 if and only if λ is dominant. If it is 6= 0, then

Eλ, acted upon by left translations, is an irreducible representation of G with

highest weight λ.

Sketch of Proof. Assume Eλ 6= {0}. There exists a line D ⊂ Eλ which is stable by

B (Lie’s theorem). Let µ be the character of B on D and f ∈ D, f 6= 0. Then

(2) lbf(x) = f(b−1 · x) = b−µ · f(x) (x ∈ G, b ∈ B) ,

therefore

(3) f(b · x · b′) = b−µ · f(x) · b′i(λ) (b, b′ ∈ B, x ∈ G) .
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Let x = w0 be the element in the Weyl group which transforms C+ in C− (see

1.6). Then Ω = B ·w0 ·B = w0 ·B− ·B contains an open set (see 4.2), therefore f

is completely determined by its restriction to Ω. It is 6= 0 if and only f(w0) 6= 0,

hence the set of f ’s in Eλ satisfying (2) for a given µ is (at most) is one-dimensional.

Let now t ∈ t. Then f(t · w0) = t−µ · f(w0), hence, by (2),

(4) t−µf(w0 = f(w0 · w−1
0 · t · w0) = f(w0) · f(w−1

0 · t · w0)i(λ) = f(w0) · t−λ

in view of the definition of i(λ) (cf 2.5), whence λ = µ.

As a consequence, Eλ contains a unique B-invariant line Dλ and it has the

weight λ. By full reducibility, it has to be irreducible, with highest weight λ, (and

finite dimensional). From §2, or also directly from 4.3, we see that the stability

group of Dλ is the standard parabolic subgroup PI(λ), where

I(λ) = {a ∈ 4|(λ, a) = 0}.
There remains to show that if λ is dominant, then Eλ 6= 0. We shall use a

known result: if f is a rational function on G, and fm ∈ C[G] for some m > 0,

m ∈ Z, then f ∈ C[G]. This follows from the fact that G is smooth, hence

in particular normal, which implies that C[G] is integrally closed in its field of

fractions.

The set P (Φ)+ of dominant weights is stable under the opposition involution,

therefore, given any λ ∈ P (Φ)+, we have to show the existence of f ∈ C[G]

satisfying

(5)λ f(x · b) = f(x) · bλ (x ∈ G, b ∈ B) .

If f and g satisfy (5)λ and (5)µ respectively, then f · g satisfies (5)λ+µ. The

dominant weight λ can be written as a positive integral linear combination of the

fundamental highest weights ωa (a ∈ 4). It suffices therefore to show the existence

of a solution of (5)ωa (a ∈ 4). We want to construct one which is also left-invariant

under U−. It clearly exists on Ω = U− · B. Since Ω is Zariski-dense (cf §5), this

defines a rational function f on G. By the result stated above, it suffices to show

that fm ∈ C[G] for some (m ∈ Z, m > 0).

By 3.7, there exists a finite dimensional representation (σ, V ) of G such that

V contains a line D stable under P(a) = P4−{a}. We may assume that the

construction in 3.7 was made using right translations on C[G]. Since D is stable
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under P(a) the weight of B on D is a non-zero integral multiple m ·ωa of ωa. So the

space Ei(mλ) is 6= 0. By definition, its elements are solutions of (5)mωa . Among

those there is one, call it g, which is stable under B−, hence which is left-invariant

under U−. Then, on U− ·B, we have g = fm, hence fm ∈ C[G].

Remarks. (a) The previous theorem is equivalent to the Borel-Weil theorem. We

recall briefly the original formulation, in terms of regular sections of a line bundle

over G/B. Given λ define the line bundle ξi(λ) over G/B as the quotient G×B C
of the product G× C by the equivalence relation

(7) (x · b, c) ∼ (x · bi(λ) · c) (x ∈ G, b ∈ B, c ∈ C) .

Given f ∈ C[G] satisfying (5)i(λ) define the map sg : G → ξi(λ) by sg(x) =

(x, f(x)). It is easily checked that sg is constant on the cosets x ·B, hence defines

a regular section G/B → ξi(λ) of ξi(λ) and that sg establishes a bijection between

Eλ and the space Γ(G/B, ξi(λ)) of regular sections of ξi(λ).

(b) It can be shown that Eλ is also the set of solutions of (5)λ in the space

H(G) of holomorphic functions onG, see S. Helgason, Advances in Math. 5 (1970),

1-154, Chap. IV, Lemmata 4.5, 4.6.

(c) In the projective space P (Eλ) of lines in Eλ, the group B has a unique

fixed point, the point [Dλ] representing the B-invariant line Dλ. Its stability

group is PI(λ). Its orbit G[Dλ] is Zariski-closed: If it were not, its complement

in its Zariski-closure would be a projective subvariety invariant under B, hence

would also contain a point fixed under B (3.8). But [Dλ] is the only fixed point of

B in P (Eλ). The isotropy group of [Dλ] is PI(λ) hence the orbit map defines an

isomorphism of G/PI(λ) onto G · [Dλ]. Since I(λ) is arbitrary in 4, we see that

the quotients G/P , P parabolic, are projective varieties.

(d) Let G be simply connected. If we associate to any finite dimensional

holomorphic representation its differential, we get a bijective correspondence with

representations of the Lie algebra of G, and we just saw that the representation is

rational. This implies that any morphism G,G′ of complex Lie groups of G into a

complex semisimple linear group is rational.

4.7. Kazhdan-Lusztig polynomials. This is just a short introduction to these

polynomials, one of the most astonishing discoveries in algebraic group theory in

these last twenty years or so. They will be discussed much more thoroughly in

H.H. Andersen’s course, mainly from the point of view of algebraic groups.
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(a) We need some notions about Coxeter groups. A Coxeter group (W,S) is

a group W equipped with a set S of elements of order 2, which generate W . An

example is the Weyl group of a root system, where S is the set of reflections to

a set of simple roots. Any element w ∈ W can be written, in at least one way,

as a product w = s1 · · · sm with si ∈ S. This expression is reduced if it has the

smallest possible number of factors. The reduced expressions of w have all the

same number of elements, called the length l(w) of w. Let q be an indeterminate

and q1/2 a formal square root.

We write ϕ ≤ w if a reduced decomposition of ϕ is obtained from one of w by

erasing some factors, and ϕ < w if ϕ ≤ w and ϕ 6= w. This is traditionally called

the Bruhat order, though, if a name is to be given, it should be the Chevalley

order.

(b) Let R = Z[q1/2, q−1/2]. The Hecke algebra H of (W,S) is generated by

elements Te, Ts (s ∈ S) satisfying the following conditions

Te · Ts = Ts ·Ee = Ts (s ∈ S) , T 2
e = Te ,(1)

T 2
s = q · Te + (q − 1) · Ts .(2)

Let s, t ∈ S. If s · t is of finite order m = m(s, t) then

(3) (Ts · Tt)m = (Tt · Ts)m .

Given y ∈ W and y = s1 · . . . · sm a reduced decomposition of ϕ, we let

Tϕ = Ts1 · . . . · Tsm . As the notation indicates, it is independent of the reduced

decomposition.

The element Ts is invertible in H and we have

(4) T−1
s = q−1Ts + (q−1 − 1)Te .

therefore all Tw are invertible. It is easily shown that they form a R-basis of H.

(c) We define an involution a 7→ a of R by a(q) = a(q−1) and extend it to an

involution k 7→ h of H by sending h =
∑
w aw · Tw onto

h =
∑
w

awT
−1
w−1 .

LetR0 andH0 be the fixed point sets of
−· inR andH. Clearly, R0 = Z[q1/2+q−1/2]

andH0 is an algebra overR0. The algebraH0 has rank |W | overR0. The Kazhdan-

Lusztig polynomials arise when one tries to express a R0-basis of H0 in terms of

the Tw. The basic result of Kazhdan-Lusztig is the following.
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Theorem. There exists a unique set of polynomials Px,w ∈ Z[q] (x,w ∈W,x ≤ w)

such that

(1) Pw,w = 1, degPx,w ≤ (ρ(w)− ρ(x)− 1)/2 if x < w,

(2) the elements

C ′w = ϕl(w)/2
∑
x≤w

Px,w(g)Tx

form a basis of H0 over R0.

Let us take the Tw as a basis of a R-module. Arrange the Tw by increasing

length. Agree that Px,w = 0 if x 6≤ w. Then the matrix (Px,w) is triangular, with

ones in the diagonal. Let (Qx,y) be the inverse matrix, i.e.

∑
x≤z≤y

(−1)l(x)Px,zQz,y = δx,y .

It is given by

Qz,y = (−1)l(z)Pw0y,w0z

i.e. ∑
x≤z≤y

(−1)l(x)(−1)l(z)Px,zPw0y,w0z = δx,y .

We want to indicate two theorems in which the Pxy occur.

(d) Singularities of Schubert varieties. We go back to the Bruhat decompo-

sition G/B = qCw (4.4). The closures C(w) of the Cw are the Schubert varieties.

By a theorem of Chevalley

Cw = qy≤wCy .

This decomposition is invariant under B, which is transitive on each Cy. The

Schubert variety may have singularities. By B-invariance the singularities are the

same on each cell. Some information on singularities is given by the Goresky-

MacPherson (middle perversity) intersection cohomology. Let IHix(Cw) be the

i-th local intersection cohomology group of Cw at xB. Then Kazhdan and Lusztiy

have shown:

(1) Px,y(q) =
∑
j≥0

dim(H2j
x (Cw)) · qj

which implies that the coefficients on Px,y are ≥ 0 (only known proof).
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(e) We come back to the highest weight modules Vλ and their irreducible

quotients Lλ (see 2.6). They belong to the category O of Bernstein-Gelfand-

Gelfand (BGG): semi-simple, of finite multiplicities, with respect to t. Such a

module V is a direct sum of one-dimensional modules with weight λ ∈ t∗, each λ

occuring finitely many times m(λ). The formal character is χ(V ) =
∑
m(λ)eλ.

The χ(Vλ) are known and the problem is to find the χ(Lλ). The main point is

to describe a Jordan-Hölder series for Vλ in terms of Lµ, i.e. to find the multiplicity

[Vλ : Lµ] of Lµ in this series. To express define the “shifted action” of W on t∗

by it w ◦ λ = w(λ + ρ) − ρ where 2ρ =
∑
a>0 a. This problem has been solved

when λ is integral dominant, which we assume. There is first a “linkage principle”

asserting:

(2) [Vw◦λ : Lµ] 6= 0⇔ µ = x ◦ λ , x ≥ w .

Furthermore

(3) m(w, x) = [Vw◦λ : Lx◦λ] (w ≤ x)

is independent of λ (assumed to be integral dominant). We have now

(4) chVw◦λ =
⊕
w≤x

m(w, x)chL(x ◦ λ) .

The m(w, x) are given by

(5) m(w, x) = Pw,x(1) (w ≤ x) .

This extraordinary theorem was conjectured by Kazhdan and Lusztig and proved

independently by A. Beilinson and J. Bernstein on one hand, by Brylinski and

Kashiwara on the other. The inversion formulae for the Px,y then yields an ex-

pression of chLw◦λ in terms of the chVx◦λ. For a survey and references, see the

paper of V. Deodhar in Proc. symp. pure math 56 (1994), Part 1, 105-124.
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§5. Real forms of complex linear algebraic groups

5.0. First we recall a general definition. Let A,B be two groups, τ an automor-

phism of A and B. Then τ operates naturally on Hom(A,B): if f ∈ Hom(A,B),

then its transform τf is defined by

(1) (τf)(a) = τ(f(τ−1 · a)) (a ∈ A) .

This can also be written

(2) (τf)(τ(a)) = τ(f(a)) ,

and shows that f commutes with τ if and only τf = f .

5.1. Let V ⊂ Cn be an affine variety and let k be a subfield of C. The variety

is said to be defined over k if the ideal I(V ) of polynomials vanishing on V is

generated (as an ideal) by a family of polynomials with coefficients in k. If so, we

let V (k) be the set of points of V with coordinates in k.

We shall also say that V is a k-variety, and denote by k[V ] the algebra of

regular functions defined over k. This is the quotient of the polynomials on Cn

with coefficients in k by its subideal of polynomials vanishing on V .

A morphism f : V → V ′, where V ′ is also an affine k-variety, is defined over

k if the associate comorphism maps k[V ′] into k[V ].

Here, we are mainly interested in the case where k = R. Then V (R) is on

one hand a real algebraic variety, endowed with the Zariski topology, in which the

closed sets are the intersections of V (R) with varieties defined over R, and on the

other hand is a closed subset of Rn, in the ordinary topology.

If V has dimension n over C, then V (R) has dimension at most n. It may

be empty (e.g. x2 + y2 = −1). If a point v ∈ V (R) is simple on V , then V (R) is

a n-manifold around v, by a theorem of Whitney, who has also shown that V (R)

has finitely many connected components in the ordinary topology (cf H. Whitney,

Annals of Math. 66, 1957, 545-556).

5.2. We are mainly concerned with the case where V is an algebraic group G

defined over R. In that case G(R) is a real linear algebraic group, which we shall

also view as a real Lie group in the ordinary topology. All the points of G are
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simple, and at least one, the identity, belongs to G(R). Hence G(R) is a manifold

of dimension over R equal to the dimension of G over C. Thus, G(R) is a real form

of G, and its Lie algebra a real form of the Lie algebra of G. We have remarked

that G is connected in the Zariski topology if and only if it is connected in the

ordinary topology. But this is not so in general for G(R). As a simple example,

if G = GL1(C) = C∗, then G(R) = R∗ is Zariski connected, too, but it has two

connected components in the ordinary topology (in particular the multiplicative

group R∗+ of strictly positive real numbers is not a real algebraic group).

In this respect, it is remarkable that if G is connected and G(R) is compact,

then G(R) is connected in the ordinary topology. Otherwise said, any compact

linear group is real algebraic. To prove this theorem, due to C. Chevalley, we use

the following lemma:

Lemma. Let H be a compact Lie group and (σ, V ) a continuous real linear rep-

resentation of H. Then every orbit of H is a real algebraic set.

Sketch of proof. It suffices to show that the H-invariant polynomials separate the

orbits of H. Let Y and Z be two (distinct) orbits. Since V is a regular topological

space, there exists a continuous function g on V which is equal to zero on Y and

to one on Z. After averaging over H, we may assume it is H-invariant. By the

Stone-Weierstrass approximation theorem, there exists a polynomial p which is

arbitrarily close to g on a given compact set, say |p(x)−g(x)| < 1/4 for x ∈ Y ∪Z.

Then the H-average of p has distinct values on Y and Z, and the lemma follows.

If now H ⊂ GLn(R), the previous lemma, applied to H acting by left trans-

lations on Mn(R), implies that H is real algebraic.

Let me mention two other instances where one has to be wary about connected

components.

Let µ : G → G′ be a surjective morphism of R-groups which is defined over

R. Even if G and G′ are connected, the homomorphism µR : G(R)→ G′(R) need

not be surjective in ordinary topology. As an example, take G = GLn, G′ = GL1

and µ : x 7→ (detx)2. Then the image of G(R) is R∗+ , not R∗.

Second, assume that g = g1 ⊕ g2 and let Gi be the group with Lie algebra

Gi (i = 1, 2), all defined over R. Then G = G1 ·G2 but G(R) may contain strictly

G1(R) ·G2(R). As an example, let G = (C∗)2, with coordinates x, y. Then G(R)

has four connected components. Let G1 (resp. G2) be the diagonal {(x, x)} (resp.

36



antidiagonal {(x, x−1)}). Then G1(R) ·G2(R) = {(x · y, x · y−1)}, (x, y in R∗) has

only two connected components.

5.3. A complex Lie group G, of dimension n over C, can also be viewed as a real

Lie group of dimension 2n. If we do so, we will sometimes denote G by Gr.

We let gR be the Lie algebra of G(R). It is a real form of the Lie algebra g of

G, i.e. gR ⊗R C = g.

Let τ be the complex conjugation of G. It associates to g = (gij) the element

τ(g) = τg = (gij) .

τ is an automorphism of Gr, and Gτ = G(R). Similarly, we write gr for g, viewed

as a Lie algebra over R. We have

gτ = gR ⊕ i · gR .

The differential of τ induces an involution of gr, also denoted τ , and gR (resp.

i · gR) is the eigenspace of τ for the eigenvalue 1 (resp. −1).

If G′ is an R-group and f : G→ G′ a morphism, then τf is also a morphism

of algebraic groups. It is defined over R if and only if g = τf .

5.4. Tori. Recall first that a connected commutative Lie group is a direct prod-

uct of a topological torus S by a group V isomorphic to the additive group of a

real vector space. A bit more generally, if G is commutative, with finitely many

connected components, this decomposition is still valid except that S is now a

compact commutative group whose identity component is a topological torus.

Let now T be an R-torus. Then T (R) is a commutative Lie group with finitely

many connected components, hence the above applies. However, we need to de-

scribe a decomposition of T (R) in algebraic group terms. The complex conjugation

operates on X(T ). The torus is said to be R-split or split over R if the action is

trivial, anisotropic over R, or compact, if τ equal to −Id on X(T ).

We have X(T )Q = X(T )τQ⊕X(T )−τQ and the relation 2λ = (λ+ τλ)+(λ− τλ)

shows that X(T )τ ⊕X(T )−τ has finite index (a power of 2) in X(T ). Let

(1) Tsp =
( ⋂
λ∈X(T )−τ

kerλ
)◦

Tan =
( ⋂
λ∈X(T )τ

kerλ
)◦

.
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Then the inclusion Tsp ↪→ T (resp. Tan ↪→ T induces a homomorphism X(T ) →
X(Tsp)) (resp. X(T )→ X(Tan)) with kernel X(T )−τ (resp. X(T )τ ), whose image

has finite index, whence the canonical decomposition

(2) T = Tsp · Tan (Tsp ∩ Tan finite) , Tsp R-split, Tan R-anisotropic) .

We claim further

(3) Tsp(R) = (R∗)dimTsp Tan(R) = (S1)dimTan .

It suffices to see this for groups of dimension 1. Let then T be of dimension one

and χ be a generator of X(T ). Then λ : T ∼−→ C∗ is an isomorphism. Identify T to

C∗ by λ. If T is split over R then τ(t) = t, hence T (R) = R∗. If T is anisotropic,

then τ(t) = t
−1 hence T (R) = {t|t · t = 1}. A realization of the latter is the

special orthogonal group SO2(C), with real points SO2. The subgroups Tsp(R)

and Tan(R) have as intersection a group of elements of order ≤ 2. Note that in

the ordinary topology, T (R) is connected, compact, if T is anisotropic over R and

has 2dimT connected components if T is split. In general, we have

(5) T (R) = Tsp(R) · Tan(R) .

[A priori, the RHS could be proper, of finite index, in the LHS.]

To show this, consider the canonical projection p : T → T ′ = T/Tsp. The

torus T ′ is a finite quotient of Tan, hence is anisotropic and therefore T ′(R) is

connected (5.2). As a consequence Tan(R)→ T ′(R) is surjective and our assertion

follows. The decomposition (5) is “almost direct”: Tsp(R) ∩ Tan(R) is finite. It is

important in many ways to have a direct product decomposition, but where one

factor is not a real algebraic subgroup. Let A = Tsp(R)0. It is isomorphic to a

product of groups (R∗)+. [Via the exponential it is isomorphic to the additive

group of a real vector space, but this is highly non-algebraic.]

Let X(T )R be the subgroup of characters of T which are defined over R. The

restriction map X(T )R → X(Tsp) is injective, with image of finite index. Let

(6) 0T =
⋂

χ∈X(T )R

kerχ2 .

Then 0T (R) is generated by Tan(R) and the elements of order two of Tsp(R) hence

(7) T (R) = 0T (R)×A
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and 0T (R) is the biggest compact subgroup of T (R). The involutive automorphism

of T (R) which is the identity on 0T (R) and the inversion ofA will be called a Cartan

involution of T (R) and (7) the Cartan decomposition of T (R). In the presentation

(5), the Cartan involution is the automorphism of algebraic group which is the

identity on Tan(R) and the inversion on Tsp(R).

Note that (7) can also be viewed as an analogue of the Iwasawa decomposition,

and we shall also call it so.

The Lie algebra t of a split (resp. anisotropic) R-torus will be called a split

(resp. anisotropic) toral Lie algebra, and t itself will be called toral.

5.5. Complex semisimple groups. Let G be a connected complex semisimple

linear R-group. It is said to be R-split if it contains a maximal torus T , defined

over R, which is R-split.

Assume G is R-split and let T be a maximal torus defined over R. Then all

characters of T , in particular the roots, are defined over R, all the constructions

of §2 take place in gR and the Q-form constructed there is contained in gR.

The group G(R) is compact if and only if the Killing form is negative non-

degenerate on gR, by a fundamental theorem of H. Weyl. If so, G is said to be

anisotropic over R. If T is a maximal torus defined over R, T (R) is a maximal

(topological) torus of G(R), as well as a Cartan subgroup of G(R).

By a theorem proved in general by H. Weyl, checked case by case earlier by E.

Cartan, any complex semisimple Lie algebra has a compact form gu. It generates

a compact subgroup Gu and all compact subgroups of G are conjugate to one of

Gu (cf [B]).

5.6. Reductive groups. It is useful in many ways to enlarge the class of

semisimple complex groups to the reductive ones. The complex linear group G

(not necessarily connected) is said to be reductive if G0 is, i.e. its radical is a torus

(3.10) which is then the identity component of the center CG of G0. We have then

an almost direct product G0 = DG0 · (CG)0, where DG0 is semisimple.

The structure theory of semisimple groups extends trivially, with minor mod-

ifications, to this case. In particular, the maximal tori are conjugate, all contain

(CG0) and if T is one, T ∩ DG0 is a maximal torus T ′ of DG0 and the roots of

G0 with respect to T ′ will be viewed as roots of G0. The only difference is that
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they do not form, strictly speaking, a root system in t∗, because they do not span

that space, but they form a root system in the subspace of t∗ which they do span,

which is the space of linear forms trivial on z(g), or also, in a natural way, the dual

to t ∩ Dg. Such adjustments will be taken for granted.

Let G be defined over R. Then so are CG and DG. The group G will be said

to be R-split (resp. R-anisotropic) if both DG and CG0 are. Then G is R-split if

and only it contains an R-split maximal torus and it is R-anisotropic if and only

if G(R) is compact.

The results stated in 5.2, 5.3 make it clear that a complex connected re-

ductive group has a compact real form and any two are conjugate by an inner

automorphism.

5.7. So far it has been implicitly or explicitly assumed that the complex semisim-

ple Lie groups are linear algebraic, but this follows in fact from H. Weyl’s results:

let G be a complex semisimple Lie group. Its Lie algebra has a compact form

which generates a (real) Lie subgroup which is always compact. It has a faith-

ful linear representation and the complexification is the given group G. If G is

viewed as a Lie group, then all what is known is the algebra H(G) of holomorphic

functions. The algebraic structure is defined by the coefficients of the finite di-

mensional holomorphic representations or, equivalently, the space of holomorphic

functions whose right (or left) translates is finite dimensional. Another way to

reconstruct the complex group from a compact form is via Tannaka duality.

Note that it is not always true that a given real semisimple Lie group has a

faithful linear representative. The simplest example is given by the proper finite

coverings of SL2(R). The latter’s fundamental group is infinite cyclic, hence it

has proper finite coverings of any order. Anyone would provide a proper finite

covering of the complexification of SL2(R). But the latter is SL2(C), which is

simply connected, and therefore has no proper covering.

5.8. Restriction of scalars from C to R. If G is a complex Lie group, then it

can be viewed as a real Lie group of dimension 2n and it is naturally embedded in

the product of G and the complex conjugate group G as the diagonal {(x, x−1)}.
We want to describe this operation in the framework of algebraic groups.

Let now G be a linear algebraic group. We want to define in a natural way
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an algebraic R-group G′, such that G′(R) is canonically identified to G = G(C).

Consider G × G. It has an involution σ : (x, y) 7→ (y, x), the fixed point set of

which is {(x, x)} hence is isomorphic to G(C). We can change coordinates so that

σ defines an ordinary complex conjugation on G′ = G × G. It suffices to do this

for C × C, with coordinates x, y. Then use the matrix T =
(

1 i
i 1

)
. An easy

computation shows that

T ·
(
x 0
0 y

)
· T−1 =

1
2

(
x+ y i(y − x)
i(x− y) x+ y

)
so that if y = x, where x = u+ iv, then the right hand side is(

u v
−v u

)
.

The group G′, with that real structure, is denotedRC/RG. This is the simplest case

of the operation of restriction of scalars, introduced by A. Weil for finite separable

extensions, which occurs in particular in the discussion of adelic automorphic

forms.

5.9. Appendix on tangent spaces. We review very briefly some definitions

pertaining to tangent spaces of affine algebraic varieties, used implicitely in 4.5

and 5.1.

Let V ⊂ Cn be an affine irreducible variety, of dimension q. Let v ∈ V . If

f1, . . . , fn−q are elements of I(V ) such that the matrix of partial derivatives

(1)
(∂fj
∂xi

)
1≤i≤n,1≤j≤n−q

has rank n − q at v, then v is a simple point and the tangent space at v is the

space of solutions of the linear system

(2)
∑
i

∂fj
∂xi

(xi − vi) = 0 (j = 1, . . . , n− q) .

If v is a singular point, then the Zariski tangent cone at v is the set of limits of

chords joining v to points u ∈ V as they tend to v.

Correction to 4.5.2. On p.26, lines 4,5 from the bottom, erase the sentence “We

may assume that Z is smooth at Y ”, but the argument remains valid if TZY
stands for the Zariski tangent cone at y.
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§6. Real reductive groups

6.1. Let k be a field of characteristic zero. A Lie algebra g over k is reductive if

its adjoint representation is fully reducible. This is the case if and only if g is the

direct sum of a semisimple Lie algebra g′ and of its center c. Then g′ = Dg. Assume

g→ gln(k) is a faithful representation. If the representation is fully reducible (i.e.

kn is a semisimple g-module) then g is reductive, but not conversely. A reductive

linear Lie algebra is fully reducible if and only if its center c is so, i.e. can be put

in diagonal form over an algebraic closure of k.

6.2. Let now k = R. A real Lie group G is reductive if it has finitely many

connected components and its Lie algebra is reductive. Note that the center c of

g is invariant under G, acted upon trivially by G0 but not necessarily by G.

Let Gc be a complex linear algebraic group. If it is reductive in the sense of

5.5, then Gr, the Lie algebra of Gr and any real form of Gc are reductive in the

present sense. Moreover, the identity component of the center of G0 is a torus.

Assume G to be linear. It is essential in the sequel to require not just that

c is fully reducible, but that it is toral: c = can ⊕ csp, where, as in §5, can is the

Lie algebra of a topological torus and csp the Lie algebra of an open subgroup of a

product of R∗. One way to force this is to assume that G is open in a real algebraic

reductive group as we saw. Now, a main goal of this section is to provide some

background material for Wallach’s course, i.e. essentially to cover the material of

§2 in his book “Reductive Groups I”, Academic Press. Instead of “reductive” he

assumes “self-adjoint” or “symmetric” and deduces a Cartan decomposition from

that assumption. We now relate this approach to the above.

6.3. Self-adjoint groups. Let G0 = GLn(R) and G0 = K0 · P0 its standard

Cartan decomposition, where K0 = On and P0 = exp p0, where p0 is the space of

real symmetric n × n matrices. The associated Cartan involution θ maps g ∈ G0

to tg−1.

A subgroup G of G0 is self-adjoint if it stable under θ. This is in the strict

sense. More loosely, G is self-adjoint if it conjugate to a self-adjoint group in the

strict sense.

Proposition. Let H be an algebraic self-adjoint subgroup of G0. Then H is
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reductive and θ induces a Cartan decomposition of H.

Proof. Let n be the nilradical of h. It is also stable under θ hence direct sum of its

intersections with k0 and p0. The trace form on gln(R) is non-degenerate positive

(resp. negative) on p0 (resp. k0), while it is identically zero on n. Hence n = {0}
and H is reductive. The involution θ induces the Cartan decomposition

h = k⊕ p (k = h ∩ k0 , p = h ∩ p0)

of h. We claim that K = K0 ∩H is a maximal compact subgroup of H, with Lie

algebra k and that (k, x) 7→ k · expx is an isomorphism of manifolds of K × p onto

H, hence H = K · P (P = exp p) is a Cartan decomposition of H.

Let g ∈ H. It can be written g = k · p (k ∈ K0, p ∈ P0). We want to show

that k, p ∈ H and p ∈ P .

Of course θ(g−1) · g ∈ H, hence p2 ∈ H, and also p2m ∈ H (m ∈ Z). The

matrix P is diagonalizable over R. We use the following lemma

Lemma. Let X be a real diagonalizable matrix, f a polynomial on Rn which is

zero on the matrices emX (m ∈ Z). Then f(erX) = 0 for all r ∈ R.

We can write

f(emX) =
∑
i

cie
ri·m ,

and may assume that r1 > r2 > · · · . By assumption f(emX) = 0, whence also

c1 +
∑
i≥2

cie
(ri−r1)·m = 0 .

If m→∞, the sum → 0, hence c1 = 0. The lemma follows by induction.

By assumption, H is algebraic. Therefore if p2 = expx (x ∈ p0) belongs to

H, so does the one-parameter group exp R · x, whence k, p ∈ H, H = K · exp p

and the proposition follows.

Remark. There is also a converse: if G is real reductive algebraic in G0, then (up

to conjugation), it is self-adjoint. (cf G.D. Mostow, Annals of Math. 62, 1955,

44-55 or lemma 1.8 in Borel and Harish-Chandra, Annals of Math. 75, 1962,

485-535, or also [B]).

6.4. Roots. Let g be a real semisimple Lie algebra, gc its complexification.

Assume it is not compact. Then E. Cartan has developed a theory of roots, based
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on his study of Riemannian symmetric spaces of non-compact type (cf L. Ji’s

course or [B]).

Let G be the adjoint group of g, K a maximal compact subgroup of G and

θ the Cartan involution of G with respect to K, i.e. having K as its fixed point

set. We have the Cartan decomposition g = k⊕ p of g, where p is the orthogonal

complement to k with respect to the Killing form of g, and also the (−1)-eigenspace

of θ. Let a be a maximal commutative subalgebra of p, and t a Cartan subalgebra

of g containing a. The Lie algebra t is direct sum of a and of its intersection with

k, which are respectively the Lie algebras of the isotropic and anisotropic part of

the torus T with Lie algebra t, and is θ-stable. For brevity, let us denote by Φc
the set of roots of gc with respect to tc and by Φ = Φ(a, g) the set of non-zero

restrictions of those roots to a, (which are real valued). Then Φ is a root system

in a∗, irreducible if g is simple, not always reduced. Its elements are sometimes

called restricted roots. Similarly W (a, g) is the restricted Weyl group. We have

(1) g = z(a)⊕
⊕
a∈Φ

ga ,

where ga = {x ∈ g, [y, x] = a(h) · x, (h ∈ a)}. These spaces are invariant under

z(a), not necessarily one-dimensional, and satisfy the relation

(2) [ga, gb] ⊂ ga+b (a, b ∈ Φ ∪ 0) with g0 = z(a) .

We shall have to relate Φc and Φ. For this it is convenient to choose on Φc and

Φ compatible orderings, i.e. such that if a ∈ Φc is > 0, then its restriction r(a)

to a is either zero or > 0. [This is always possible: choose h ∈ a regular, and say

that a ∈ Φc or Φ is > 0 if a(h) > 0. This leaves out the set Φ0 of elements in

Φc restricting to zero on a. But those form the root system of m with respect to

t ∩m, and we can complete the ordering by picking any one on Φ0.]

Let 4c and 4 be the simple roots for these orderings and 40 = Φ0 ∩ 4c.
Then r(40) = 0, r(4c −40) = 4.

Let n+ = ⊕a>0ga and define similarly n−. Then n and n− consist of nilpotent

elements, g = n− ⊕ z(a)⊕ n and g = k⊕ a⊕ n is the Iwasawa decomposition of g.

6.5. Parabolic subalgebras of g. A subalgebra q of g is parabolic if qc is

parabolic in gc. Their conjugacy classes are again parametrized by subsets of 4.
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Let I ⊂ 4. Define

(1) aI =
⋂
a∈I

ker a , mI = z(aI) and pI = mI + n
+ .

Define J(I) ⊂ 4c by

(2) J(I) = 40 ∪ (r−1(I) ∩4c) .

Then we leave it to the reader to check that pI,c is the standard parabolic subal-

gebra pJ(I) of gc. Again, the pI are the standard parabolic subalgebras and each

parabolic subalgebra of g is conjugate under G to one and only one pI .

The pJ(I) are the standard parabolic subalgebras of gc which are defined over

R, and pI is a real form of pJ(I).

As in the absolute case, we can rewrite pI in a more explicit way. Set

z(aI) = aI ⊕ 0mI , where 0mI is the orthogonal complement of aI in z(aI) with

respect to the restriction of the Killing form to z(aI), (which is non-degenerate).
0mI is always reductive, but may be not semisimple, however with anisotropic

center, since that center belongs to k. The root system of mI,c with respect to

t ∩mI,c consists of the roots which are linear combinations of elements in I ∪40.

As earlier, let

(3) n
I =

⊕
a>0,a/∈[I]

ga , n
−I =

⊕
a<0,a/∈[I]

ga

where [I] is the set of roots linear combinations of elements in I. Then

(4) pI = 0
mI ⊕ aI ⊕ n

I , g = n
−I ⊕ 0

mI ⊕ aI ⊕ n
I .

The radical of pI is the sum of aI ⊕ nI and of the center of 0mI . Therefore aI

is a maximal split toral subalgebra of the radical of pI . It will be called a split

component of pI .

In general we define similarly a split component aq of a parabolic subalgebra

q and we have

(5) q = z(aq)⊕ nq

(q, rq) is called a p-pair. We let Φ(aq, q) be the set of weights of aq in nq. Together

with 0, they are all the weights of aq in g, and are also called the roots of q
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with respect to ag. The roots are positive integral linear combinations of dim rq

independent ones.

To see this last assertion, we may assume q = pI . Then the elements of

Φ(aI , pI) are positive integral linear combinations of the restriction of the simple

roots in 4− I.

6.6. A main first goal of unitary representation theory is the spectral decompo-

sition of L2(G). The most important case is that of semisimple groups. However,

for induction purposes and for applications, it is necessary to extend it to a certain

class of reductive groups. The definition given in 6.1 is somewhat too general and

we shall narrow it down here.

An admissible real reductive group is a Lie group connected components,

whose Lie algebra is the Lie algebra of a self-adjoint linear algebraic group G0. It

is assumed that G is endowed with a morphism p : G → G0 with finite kernel,

open image of finite index. It has therefore finitely many connected components.

It is of inner type if the image of p(G) in Aut G0,c belongs to Ad G0,c. This

is automatic if G is connected. This class contains in particular real semisimple

groups which are of finite index in the group of real points of a semisimple linear

connected semisimple complex Lie group defined over R and finite coverings of

such groups.

At this point, infinite coverings are excluded. In fact, they need a special

treatment in representation theory.

In the latter, an important role is played by parabolic induction or, more pre-

cisely, induction from Levi subgroups of parabolic subgroups, whence the necessity

of including reductive groups, but it may always be assumed that the identity com-

ponent of the center is of finite index in a torus. One advantage of the assumption

“inner type” is that this subgroup is central in G (it is automatically centralized

by G0).

In the sequel a real reductive group is assumed to be admissible.

It will often be of inner type, but we do not incorporate this condition in the

definition.

We adapt to this case two notions used earlier, without changing the notation.

By X(G), we shall now denote the group of continuous homomorphisms of G into

R∗.
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Let χ ∈ X(G). It is trivial on DG0, hence on any unipotent element, on any

connected compact subgroup, and χ2 is trivial on any compact subgroup, (since

the only non-trivial compact subgroup of R∗ has order two).

We let

(1) 0G =
⋂

λ∈X(G)

kerλ2 , A = (CG0)sp .

A is called the split component of G. Then

(2) G = 0G×A .

0G contains DG and all compact subgroups. Hence p(0G) = 0Go. On the other

hand, p is an isomorphism of the split component of G onto that of Go. This

reduces us to the case where G is linear and reductive algebraic. From the Iwasawa

decomposition we see that G = 0G · A. But 0G ∩ A is reduced to the identity, as

follows from the lemma in 6.3, whence (2). This also shows that X(G) = X(A).

By B( , ) we shall now denote the trace on g, in a linear realization of G0.

It is non-degenerate, invariant under any inner automorphism of G0 hence also

under AdG if G is of inner type.

If G0 is connected, simple, then B is a non-zero multiple of the Killing form,

if Go is semisimple, B differs only in an insignificant way from the Killing form.

In general, it is essentially the sum of the Killing form on Dg by a non-degenerate

trace form on (CG)o.

6.7. Maximal compact subgroups. Let G be reductive. Since it has finitely

many connected components, it has maximal compact subgroups, all conjugate

under Go. This follows from [B], VII. Let Dg = k′⊕ p′ be a Cartan decomposition

of DG. Then k = k′⊕ Lie ((CGo)an) is the Lie algebra of a maximal compact

subgroup of G, let p = p′⊕ Lie ((CGo)sp) and P = exp p. The space p consists of

diagonalisable elements (over R) and exp : p → P is a diffeomorphism. We have

a Cartan decomposition G = K · P , such that (k, p) 7→ k · p is a diffeomorphism,

and that (k, p) 7→ k · p−1 is an involutive automorphism of G, also called a Cartan

involution.

6.8. Iwasawa decomposition. A Cartan subalgebra a of (g, k) is, as before,

a maximal abelian subalgebra of p. It is the direct sum of the Lie algebra csp of
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(CG0)sp and of a Cartan subalgebra a′ of (Dg, k′), and

z(a) = zDg(a′)⊕ csp .

The set of roots of g with respect to r is again denoted Φ(a, g). It identifies to

Φ(a′,Dg) in a natural way. If G is of inner type, then W (a,Dg) identifies to

NGa/ZGa, as we shall see, and will also be denoted W (a, g).

From the Iwasawa decomposition on Dg and 5.2(7) we also get an Iwasawa

decomposition

g = k⊕ a⊕ n

and a global one

G = K ·A ·N

K maximal compact subgroup with Lie algebra k, A = exp a, N = exp n. (The

maps (k, a, n) 7→ kan is surjective because it is so in G0 and G = K · G0. It is

injective because it is so on G0 and K ∩ AN = {1} since AN has no non-trivial

compact subgroup.)

6.9. Proposition. Let G be of inner type, S the split component of CG0, and
0G =

⋂
χ∈X(G)

kerχ2. Then G = 0G× S0.

Proof. In the notation of 6.7, we have the Iwasawa decomposition G = K ·A ·N .

Moreover A = DG0 ∩A× S0.

The characters χ2 are trivial on K,DG0, N hence the restriction map r :

X(G) → X(S0) is injective. On the other hand, if χ ∈ X(S0) then χ extends to

a character of G, and χ2 is trivial on oG. Hence r is injective.

6.10. Parabolic subgroups. In this section, the real reductive group G is

assumed to be of inner type.

By definition a parabolic subgroup is the normalizer of a parabolic subalgebra.

Even if G is connected in the ordinary topology, a parabolic subgroup is not

necessary so, in contrast to what is true over C.

Once an ordering on Φ(a, g) is chosen, every parabolic subgroup is conjugate

to a unique PI with Lie algebra pI .
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Proposition. Let Q be a parabolic subgroup g its Lie algebra, nQ the nilradical

of q, aq a split component of q (see 6.4) and AQ = exp aq. Then

Q = Z(AQ) ·NQ

(semidirect), where NQ = exp nQ. Moreover Z(AQ) is of inner type.

Proof. We have q = z(aQ)⊕ n hence it is clear that

Q0 = Z(AQ)0 ·NQ .

The normalizer of q leaves nQ invariant, hence NQ is invariant in Q. Since the

split components are conjugate under NQ, we have Q ⊂ NQ(AQ) ·NQ.

On the other hand, Z(AQ) leaves invariant the weight spaces of AQ, and those

corresponding to the positive roots make up nQ, therefore

(1) Z(AQ) ·NQ ⊂ Q ⊂ NQ(AQ) ·NQ .

We have therefore to show that

(2) NQ(AQ) = Z(AQ) .

It is for this that the assumption “inner type” is needed. We may assume that

Q = PI for some I ⊂ 4. We now use the notation and assumption of 6.2: t

is a Cartan subalgebra containing a and we have compatible orderings on Φc =

Φ(tc, gc) and Φ = Φ(a, g).

Let x ∈ NPI (AI). Then Adx leaves nI stable and permutes the elements

of Φ(aI , pI). Let F be the set of b ∈ Φc which restrict on aI to an element in

Φ(aI , pI). Since the latter consists of positive roots by construction and the orders

on Φc and Φ are compatible, we see that F ⊂ Φ+
c .

Let ΦI = Φ((t ∩ mI)c,mI,c). It consists of all roots restricting to zero on

aI . The transformation Adx leaves mI stable. Using the conjugacy of Cartan

subalgebras of mI,c and the transivity of its Weyl group on positive orderings,

we may find y ∈ MI,c such that Ady · x leaves t and ΦI ∩ Φ+
c invariant. Since

Adyx = Adx on aI,c, we see that Ady · x leaves Φ+
c invariant. But G is of inner

type, hence Adyx is the identity on tc and Adx is the identity on aI , as was to be

proved.

A similar, simpler, argument shows that Z(AQ) is of inner type.
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6.10. Theorem (Bruhat decomposition). Let G be a reductive group of inner

type. Then G is the disjoint union of the double cosets P0 · w · P0, where P0 is a

minimal parabolic subgroup and w ∈W (A,G).

The proof is similar to the one given in 4.4, the lemma on 4.4.2 being replaced

by the following one (which is Harish-Chandra’s original lemma).

Lemma. Let q and q′ be two minimal parabolic subalgebras. Then q∩q′ contains

a common Levi subalgebra.

We may assume that q = p∅ is standard, hence q = m ⊕ n. Similarly, q′ =

m′ ⊕ n′. Let B be the trace in a representation in which g is self-adjoint. Then

again

n
⊥ = q , n

′⊥ = q
′ .

We have m = z(a) = 0m ⊕ a, where 0m = m ∩ k. It follows that all the nilpotent

elements of q (resp. q′) are contained in n (resp. n′). Therefore, if h = q ∩ q′ and

hn is the nilradical of h, then

hn = h ∩ n = h ∩ n
′ .

Then a computation similar to that of 4.4.2 shows that dim h/hn = dim m hence

h contains a conjugate of m.

Let now Q and Q′ be the parabolic subgroups with Lie algebras q and q′.

The Lie algebra of Q∩Q′′ contains a common Levi subalgebra z(a′), where a′ is a

common split component of q and q′. By Proposition 6.10, we see that

Q ∩Q′ ⊃ Z(A′) , where A′ = exp a
′ .

From then on, the argument is the same as over C and is left as an exercise.

This again implies a “cellular” decomposition of G/P∅. First we have, as in

4.4, given w ∈W (a, g)

N = Nw ·N ′w

where Nw = exp nw, N ′w = exp n′w and

nw =
⊕

a>0,w−1a<0

ga n
′
w =

⊕
a>0,w−1a>0

ga .
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Then

P∅wP∅ = NwwP∅

G/P∅ = qwNw · w

where Nw · w is isomorphic to Nw. These are “real Bruhat cells”. As in the

absolute case if w = w0,

Nw = N and NwP∅

is open in G. Its complement is the union of lower dimensional manifolds Nw · w
(w 6= w0). Hence Nw0P∅ is dense, with complement of zero Haar measure.

Remark. The quotients G/Q, Q parabolic, are real projective varieties. To see

this, we may assume G to be semi-simple, linear. Then Q is a real form of a

parabolic subgroup Qc of Gc defined over R (see 6.4). The construction of a

rational representation (ζ, V ) of Gc, such that V contains a line D with stability

group Qc, can be performed over R. Thus the orbit of the point [D] representing

D in P (V ) is a projective variety defined over R. The orbit G[D] is isomorphic

to G/Q, is contained in P (V )(R), which is a real projective space, and is compact

since K is transitive on it (as follows from the Iwasawa decomposition).

6.12. θ-stable Levi subgroups. In representation theory, it is usual to fix

once and for all a maximal compact subgroup K. Let θ be the associated Cartan

involution.

Note that if p and G0 are as in 6.4 and G = K ·P is a Cartan decomposition,

then p(G) = p(K) · p(P ) is one of p(G). Conversely if p(G) = K ′ · P ′ is a Cartan

decomposition of p(G), then p−1(K ′) · p−1(P ′)0 is one of G.

This follows from the following facts: ker p ⊂ K; the space P ′ is simply

connected, hence p is an isomorphism of P onto P ′. When dealing with Cartan

decompositions, this often reduces one to the case where G is linear.

Lemma. Let G be reductive, of inner type and Q a parabolic subgroup. Then

Q∩ θ(Q) is the unique θ-stable Levi subgroup of Q and its split component is the

unique θ-stable split component of Q.

There exists a unique I ⊂ 4 such that kQ = PI . Since Int k commutes

with θ, we may assume that Q = PI . Then it is clear that θ(PI) = P−I and that
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MI = PI ∩ θ(PI) is stable under θ and that AI is the unique split component

contained in MI .

If the Levi subgroup M of Q is θ-stable, then so are 0M and the split com-

ponent AQ of M . The decomposition

(1) Q = 0M ·AQ ·NQ

is the Langlands decomposition of Q (with respect of K or θ).

The last sections are devoted to Cartan subalgebras (of self-adjoint Lie alge-

bras).

6.13. Proposition. We keep the assumption and notation of 6.12. Then every

Cartan subalgebra of g is conjugate under G0 to a θ-stable Cartan subalgebra.

The center of g belongs to any Cartan subalgebra and is θ-stable, and the

restriction of θ to DG0 is a Cartan involution of DG0 (6.12). This reduces us to

the case where g is semisimple and we may assume that G = Ad g.

Let t be a Cartan subalgebra of g1 and T the analytic subgroup generated

by t. It is of finite index in a real torus (5.4) and we have the decomposition

T = Tsp · Tan (5.4). If Tan = (1) then t is split, g is split over R (2.2) and the

Cartan subalgebras of (g, k) are Cartan subalgebras of g. They are conjugate (2.2),

and our assertion follows in that case. Let Tan 6= {1}. It is conjugate to a subgroup

of K, whence our assertion if T is compact. Let now Tan be proper, non-trivial.

We may assume it is contained in K. Let m be the Lie algebra of Z(Tan). It is

stable under θ, and so are its center c and its derived algebra Dm. The Lie algebra

t is direct sum

t = tan ⊕ t ∩ c⊕ t ∩Dm .

The last two are split, t∩ c is maximal split in c hence θ-stable. t∩Dm is a Cartan

subalgebra of Dm and is split. By 2.2, it is conjugate to a θ-stable one.

6.14. A Cartan subalgebra t is fundamental if its anisotropic part tan has max-

imal dimension. Then tan is conjugate to a Cartan subalgebra of k.

t is said to be maximally split if its split part has the biggest possible dimen-

sion. By 6.15, tsp is conjugate to a Cartan subalgebra of (g, k), hence its dimension

is the rank of (g, k).
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Corollary (to 6.13). The fundamental (resp. maximally split) Cartan subalge-

bras are conjugate under G0.

Proof. Let t, t′ be two Cartan subalgebras, Tan and T ′an the analytic subgroups

generated by tan and t′an. They are compact, topological tori.

Assume they are fundamental. Then Tan and T ′an are conjugate to maximal

tori of K, and conjugate, (by the conjugacy of maximal tori in a compact Lie

group). This proves our assertion if t and t′ are anisotropic. Assume they are not,

but that tan = t′an ⊂ k. Let m = z(tan). It is stable under θ, hence reductive, fully

reducible. We have m = c⊕Dm both stable under θ. Moreover

tsp = (tsp ∩ h)⊕ (tsp ∩ Dm) t
′
sp = (t′sp ∩ h)⊕ (t′sp ∩ Dm) .

The first terms on the right hand sides are the split components of a toral alge-

bra, hence identical. The second terms are Cartan subalgebras of (Dm, k ∩ Dm),

hence conjugate under the analytic subgroup generated by Dm, which proves our

assertion for fundamental Cartan subalgebras.

Assume t and t′ are maximal split. We may assume they are θ-stable (6.13).

Then tsp and t′sp are Cartan subalgebras of (g, k) hence conjugate. We may assume

tsp = t′sp ⊂ p. As before let m = z(tsp). It is θ-stable, reductive and fully reducible,

tan and t′an are sums of their intersection with the center c of m and Dm. The

former are identical and the latter anisotropic Cartan subalgebras of Dm, hence

conjugate by the first part of the proof.

6.15. We recall that k always contains elements regular in g. Indeed, let s be a

Cartan subalgebra of k and consider z(s). Its centralizer z(s) is stable under θ and,

since s is equal to its own centralizer in k, we have z(s) = s⊕ z(s)∩ p. The second

term contains Dz(s). But every subalgebra of p is commutative, hence Dz(s) = {0}
and z(s) is a Cartan subalgebra, whence our statement.

6.16. Let t be a Cartan subalgebra. A root a ∈ Φ(tc, gc) is said to be real (resp.

imaginary) if it takes real (resp. purely imaginary) values on t, and is complex

otherwise. Thus a ∈ Φc is real (resp. imaginary) if and only it is zero on tan (resp.

tsp).

Proposition. t is fundamental if and only if it has no real root.

Proof. We may assume g to be semisimple and t to be θ-stable.
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Assume t is fundamental. Then tan has an element x regular in g (6.15). Any

root takes on x a non-zero purely imaginary value on x.

Assume t has a real root. It is zero on tan, hence the latter is not a Cartan

subalgebra of k, and t is not fundamental.

6.17. Cuspidal parabolic subalgebras or subgroups. Let (Q,AQ) be a

parabolic p-pair and (q, aq) the corresponding p-pair in g. We have the decompo-

sitions

q = 0
m⊕ aq ⊕ nq Q = 0M ·AQ ·NQ .

(q, aq) or (Q,AQ) is said to be cuspidal if 0m contains an anisotropic Cartan

subalgebra, or, equivalently, if the rank of 0M is equal to that of a maximal

compact subgroup of itself.

[The cuspidal parabolic subgroups play an important role in the description

of L2(G). The condition rk G = rkK is equivalent to the existence of a discrete

series. L2(G) is sum of the discrete series of G (if there is one) and of direct inte-

grals of representations induced from discrete series of Levi subgroups of cuspidal

parabolic subgroups.]

Proposition. Any Cartan subalgebra of g is conjugate to a fundamental Cartan

subalgebra of a Levi subalgebra of a cuspidal parabolic subalgebra.

We may assume that t is θ-stable (6.13). If t is anisotropic, then G is a

cuspidal parabolic subgroup of itself. Assume tsp 6= {0}. Choose x ∈ tsp such that

any root which is zero on x is zero on tsp (Such elements form the complement of

finitely many hyperplanes, hence do exist). After conjugation inG, we may assume

tsp ⊂ a and then, using conjugation by W (a, g), we may arrange that x ∈ C+, the

positive Weyl chamber. Let J = {a ∈ 4, a(x) = 0}. By construction, tsp ⊂ aJ .

We claim that tsp = aJ . Indeed, t = tsp ⊕ (t ∩ 0mJ) and the second term is

anisotropic. Its dimension is dim t−dim tsp, but the rank of 0mJ is dim t−dim aJ

hence dim tsp ≥ dim aJ .

Remark. It follows that the conjugacy classes of Cartan subalgebras correspond

bijectively to the subsets J of 4 such that PJ is cuspidal.

6.18. Definition. A Cartan subgroup of G is the centralizer in G of a Cartan

subalgebra.

A Cartan subalgebra c is its own centralizer in g, hence the corresponding
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Cartan subgroup C has Lie algebra c. Its identity component is commutative, but

C itself need not to be so. In particular, it always contains ker p.
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§7. Some classical groups

In order to illustrate the general results of section 6, we discuss here a number

of classical groups over R. We want also to indicate which of these groups are split

or quasi-split and first define that notion.

7.0. Recall that a connected real algebraic group is split if it has an R-split

Cartan subgroup (§3). This implies in particular that a split Cartan subalgebra t

contains elements regular in g. More generally, we say that G is quasi-split if the

split part of a maximally split Cartan subalgebra contains a regular element. This

is equivalent to having a solvable minimal parabolic subalgebra. Indeed, if q is the

split component of a minimal parabolic subalgebra q then q = z(aq) · nq, and q is

solvable if and only if z(aq) is a Cartan subalgebra, or if and only if aq contains

an element regular in g.

7.1. SLn(R). In this section G = SLn(R). It is split over R, and the group T of

diagonal matrices of determinant 1 is a Cartan subgroup. Let Dn be the group of

diagonal matrices in GLn(R). Here, following §§4,5 rather than §6, we let X(Dn)

and X(T ) be the groups of rational homomorphisms ofDn or T into R∗. The group

X(Dn) has as a basis the characters λi, where λi assigns to d = (d1, . . . , dn) its

ith coordinate: dλi = λi. If λ =
∑
mi · λi, then dλ = Πid

mi
i . We leave it to the

reader to check that X(T ) may be identified with the set of λ =
∑
miλi ∈ X(Dn)

such that m1 + · · ·+mn = 0.

Let eij be the elementary matrix having the (i, j)-th entry equal to one and

all others equal to zero. The eij form a basis of gln(R) and g identifies to the

subspace defined by
∑
ri · eii = 0.

We have Ad t · eij = ti/tj · eij hence Φ = Φ(T,G) = {λi − λj |i 6= j}. We

define on Φ the usual ordering, for which

4 = {λi − λi+1 , (i = 1, . . . , n− 1)} .

The root λi − λj is equal to one on t if ti = tj . Therefore, given I ⊂ 4, there is

associated to it a partition

(1) n = n1 + · · ·+ ns

of n such that

(2) Z(TI) = S(GLn1(R)× · · · ×GLns(R))
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consists of the elements of determinant one in the product of the GLni(R)

(i = 1, . . . , s). The identity component of 0Z(TI) is the product of the SLni(R),

and 0Z(TI) consists of the products

(3) g1 · · · · · gs , gi ∈ GLni(R) , det gi = ±1 , Πi det gi = 1 .

The unipotent radical N I of the standard parabolic subgroup PI is the group of

upper triangular unipotent matrices which are equal to the identity in the s blocks

defined by the partition (1) of n. Thus, PI is the stability group of the standard

flag

(4) V1 ⊂ V2 ⊂ · · · ⊂ Vs ,

where Vi has dimension Ni = n1 + · · · + ni and is spanned by the Ni-first basis

vectors ej . Any parabolic subgroup is conjugate to a standard one hence the

parabolic subgroups are the stability groups of the flags in Rn.

We recall that associated to this situation there is a Tits building T . It is

a simplicial complex of dimension n − 1. The vertices are the proper (non zero)

subspaces of Rn and s+1 vertices span an s-simplex if the corresponding subspaces

have different dimensions and, ordered by increasing dimension, form a flag. It

can also be interpreted as the Tits complex of the flags of projective subspaces

in Pn−1(R). The fundamental theorem of projective geometry asserts, for n ≥ 3,

that any automorphism of T either is a projective transformation or a correlation.

A maximal compact subgroup of G is SOn, which has rank [n/2]. Therefore

G is cuspidal if and only if n = 2. It follows immediately that PI is cuspidal if in

(1), we have 1 ≤ ni ≤ 2, (i = 1, . . . , s). Recall that, by 6.14, any Cartan subgroup

is conjugate to a maximally split Cartan subgroup of Z(TI), when PI is cuspidal.

7.2. Orthogonal groups. Let F be a non-degenerate symmetric bilinear form

on Rn. We let O(F ) be the orthogonal group of F , i.e. the subgroup of GLn(R)

preserving F :

(1) O(F ) = {g ∈ GLn(R) , tg · F · g = F} .

The special orthogonal group SO(F ) is the intersection of O(F ) with SLn(R).

Clearly, O(F ) = O(c · F ) for any c ∈ R∗. As is well-known, there exists p such
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that, in suitable coordinates, F has the form

(2) F (x, y) =
p∑
1

xi · yi −
∑
j>p

xj · yj .

In that case, O(F ) is denoted O(p, q), where q = n − p. We may assume p ≥ q.

If q = 0, the form is definite, O(F ) is compact. We are interested here in the

indefinite case, so we assume p ≥ q ≥ 1, (p+ q = n).

7.2.2. We first consider G = O(p, q) from the Riemannian symmetric point of

view. The group G is self-adjoint, hence G = K ·P , where K = On∩G = Op×Oq
and p = exp p, where p is the space of symmetric matrices in g. Thus the symmetric

space G/K is identified to a space of positive definite quadratic forms. They are

the Hermite majorizing forms of F , i.e. the positive definite quadratic forms F ′ on

Rn such that F ′(x, x) ≥ |F (x, x)| for all x ∈ Rn and are minimal for that property.

By taking derivatives along one-parameter subgroups, one sees readily that

(3) g = {X ∈ gln(R) , tX · F + F ·X = 0} .

Write

X =
(
A B
C D

)
in blocks corresponding to the partition p+ q = n. Then (3) is equivalent

(4) A+ tA = D + tD = 0 , B = tC .

Hence g = k⊕ p, with

(5) k = {X ∈ g , C = B = 0} p = {X ∈ g , A = D = 0} .

For a Cartan subalgebra a of (g, k) we can take the set of X ∈ p for which B

is diagonal, and C = B. From this we could describe the root system Φ(a, g).

However, we prefer to follow another course, using more of the theory of quadratic

forms, which is closer to algebraic group theory, is valid not only on R, but on any

field of characteristic 6= 2 and emphasizes isotropic vectors and subspaces.

7.2.3. A non-zero vector x ∈ Rn is isotropic (for F ) if F (x, x) = 0, and a

subspace E is isotropic (or totally isotropic) if the restriction of F to E is zero.
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If F on R2 is of the form F (x, y) = x1 · y1 − x2 · y2, then the vectors e1 ± e2 are

isotropic, and taking suitable multiples of them as basis vectors, we can put F in

the form

(6) F (x, y) = x1 · y2 + x2 · y2 .

It follows that O(F ) is the split torus R∗ acting by (x1, x2) 7→ (r · x1, r
−1 · x2)

(r ∈ R∗). Conversely, if F (r · x, r · x) = F (x, x) for all r ∈ R∗, then x is isotropic.

From this and (1), we see that we can arrange that

(7) F (x, y) =
q∑
1

xi · yn−q+i + xn−q+i · yi +
∑

q<j≤p−q

xj · yj .

We write the n × n matrices in 3 × 3 blocks, corresponding to the partition n =

q+ (p− q) + q (which reduces to 2×2 blocks if p = q). Then the matrix F = (Fij)

(Fij = F (ei, ej)) is

(8) F =

 0 0 Iq
0 Ip−q 0
Iq 0 0

 .

The subspaces [e1, . . . , eq] = E and [en−q+1, . . . , en] = E′ are maximal isotropic,

in duality by the form F . The condition (3) translates into simple conditions on

the blocks Xij of X ∈ g, among which are

(9) X11 + tX33 = X13 + tX13 = X31 + tX31 = 0 .

In particular we note thatO(F ) contains a subgroup isomorphic toGLq(R)×SOp−q
represented by matrices

(10)

u 0 0
0 v 0
0 0 tu−1

 (u ∈ GLq(R) , v ∈ SOp−q) .

The latter contains the group of diagonal matrices of GLq(R) in the form

(11) S =


 s

Ip−q
s−1

 (s = (s1, . . . , sq) , (si ∈ R∗)) .

This is a maximal R-split torus. Its Lie algebra is conjugate to a Cartan subalgebra

of the symmetric pair (g, k). Thus, to get a maximal split torus, one takes two
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maximal isotropic subspaces in duality and two bases of those spaces in duality.

The subgroup of O(F ) having the coordinates lines invariant is a maximal R-split

torus. The conjugacy of those can be deduced from a theorem of Witt, according

to which an isometry between two subspaces of Rn (with respect to the restrictions

of F ) extends to an element of O(F ).

To determine the roots, we have to see the effect of the endomorphism

X 7→ s · X · s−1 on g. Write again sλi = si. We see immediately that the

roots are λi−λj (i 6= j) on X11, (λi +λj), i 6= j on X13 (where i 6= j because X13

is antisymmetric), and similarly for X31. Finally, if p− q 6= 0, also λi in X12, with

multiplicity p− q. Altogether, the root system Φ(S,G) is of type Dq if p = q, and

Bq if p 6= q.

We have Z(S) = S × SOp−q therefore G is split if n = 2q, 2q + 1 and is

quasi-split if p− q = 2.

7.2.4. Parabolic subgroups. As usual, we take as set of simple roots

4 = {λ1 − λ2, . . . , λq−1 − λq, λq} if p 6= q

4 = {λ1 − λ2, . . . , λq−1 − λq, λq−1 + λq} if p = q.

Let first p 6= q. For a ∈ 4, let I(j) = 4− {a} where a is the j-th element in 4.

Then a simple computation shows that Z(TI(j)) = GLj(R)× SO(p− j, q − j) and

that PI(j) is the stability group of the isotropic subspace spanned by e1, . . . , ej .

Using the Weyl group, we see that any flag in E is conjugate to one in which the

subspaces are spanned by sets of basis vectors of the form {e1, e2, . . . , ej}. Call it

standard. Moreover, any isotropic flag is conjugate to one in E (At first, the Witt

theorem implies this within the full orthogonal group O(p, q), but, since p 6= q, the

latter contains an element of determinant −1 which acts trivially on E and E′.)

The standard parabolic subgroups are the stability groups of standard isotropic

flags and the parabolic subgroups are the stability groups of isotropic flags.

Let now p = q. The last assertion is still true, but not all flags are conjugate

to one in E, and the characterisation of maximal standard parabolic subgroups

has to be slightly modified, due to a phenomenon peculiar to that case, namely,

the maximal isotropic subspaces form two families, say Z and Z ′ of q-dimensional

isotropic subspaces such that the intersection of two subspaces in one family (resp.

in different families) has even (resp. odd) codimension in each. G is transitive on

each family, but does not permute them, while the full orthogonal group does.
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Let Z be the family containing [e1, . . . , eq]. Then Z ′ contains [e1, . . . , eq−1,

eq+1]. An isotropic subspace of dimension q−1 is contained in exactly one subspace

of each of the two families Z,Z ′. Therefore, the stability group of [e1, . . . , eq−1]

also leaves invariant E and E′. If a is the j-th simple root, then for j ≤ q − 2,

PI(j) is the stability group of [e1, . . . , ej ]. If j = q − 1, PI(j) stabilizes E and if

j = q, it stabilizes E′. The stabilizer of [e1, . . . , en−1] is therefore PI(q−1) ∩ PI(q).

7.2.5. Buildings. For p 6= q, the Tits building is the building of isotropic flags,

defined as the building of SLq, except that only isotropic subspaces are used.

Let p = q. The vertices are the isotropic subspaces of dimension j with

1 ≤ j ≤ q and j 6= q− 1. The group G has therefore q orbits in the set of vertices.

Let now A,B be two subspaces representing two vertices. Those are joined by an

edge if either one is included in the other and has dimension ≤ q − 2 or if both

have dimension q and their intersection has codimension one. Then m vertices

span a (m− 1)-simplex if and only if any two are joined by an edge.

One could still define a building as in the case p 6= q, just using flags of

isotropic subspaces. But the building would be thin, i.e. a simplex σ of dimension

q − 2 would be contained in only two chambers, those whose vertex not in σ

represent the two maximal isotropic subspaces containing the flag represented by σ.

Recall that a building is usually assumed to be thick: any simplex of codimension

one (a wall) belongs to at least three chambers (simplices of maximal dimension).

7.3. Symplectic groups. This is again a split group. We discuss it only briefly,

mainly for comparison with the quaternionic case.

Let F ( , ) be a non-degenerate antisymmetric bilinear form on Rn. Then

n = 2q is even, and the matrix of F is, in suitable coordinates

(1) F =
(

0 Iq
−Iq 0

)
i.e. Rn is direct sum of q hyperbolic planes. If X ∈ g is written in 2× 2 blocks

(2) X =
(
A B
C D

)
,

then the relation tX · F + F ·X = 0 yields

(3) B = tB , C = tC , tA+D = 0 .
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We can take as maximal split torus
{(

s 0
0 s−1

)}
where s is diagonal with non

zero entries si = sλi (1 ≤ i ≤ q) and we find as roots λi − λj (i 6= j) in A,

λi + λj (1 ≤ i, j ≤ q) in B, hence the root system is Cq. The parabolic subgroups

are the stability groups of isotropic flags.

The group Sp2n(R), viewed as parabolic subgroup of itself, is cuspidal. Let

m ≤ n and m1 + · · ·+ms a partition of m. To it is associated a parabolic subgroup

PI in which the derived group of a Levi subgroup is equal to

SLm1(R)× · · · × SLms(R)× Sp2(n−m)(R) .

It is cuspidal if and only if the mi’s are ≤ 2.

7.4. Unitary groups.

7.4.1. Let F be a non-degenerate hermitian form on Cn, i.e. F is

(a) sesquilinear: F (a · x · b · y) = a · b · F (x, v) (a, b ∈ C, x, y ∈ Cn)

(b) hermitian: F (y, x) = F (x, y)

(c) non-degenerate: F (x,Cn) = 0 implies x = 0.

The unitary group U(F ) of F is

(1) U(F ) = {g ∈ GLn(C) , tg · F · g = F} ,

and the special unitary group of F is SU(F ) = U(F ) ∩ SLn(C).

Up to conjugacy, F can be written

(2) F (x, y) =
p∑
i

xi · yi −
∑
i>p

xi · yi ,

in which case U(F ) and SU(F ) are denoted U(p, q) and SU(p, q), (q = n− p). We

may and do assume p ≥ q. If q = 0, then F is definite and U(F ) is compact. As

before, we are interested in the indefinite case and assume q ≥ 1.

7.4.2. Again, we consider G = U(p, q) first from the Riemannian symmetric

point of view. The standard Cartan involution of G0 = GLn(C) is g 7→ tg−1 and

the associated Cartan decomposition of G0 is G0 = K0 · P0, where K0 = Un and

P0 is the space of positive non-degenerate hermitian forms on Cn. The group G

is self-adjoint and we have G = K · P , where K = K0 ∩ G = U(p) × U(q) and
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P = G∩P0. Writing n×n matrices in 2× 2 blocks corresponding to the partition

(p, q) of n, we get from (1), for the Lie algebra g

(3) tX · F + F ·X = 0 ,

which, for X =
(
A B
C D

)
, gives

(4) tA+A = tD +D = B − tC = 0 .

The diagonal blocks span k and the off-diagonal ones p.

7.4.3. As in the orthogonal case, we prefer to emphasize isotropic vectors. Those

are defined as before, Cn can be written as direct sum of hyperbolic planes (on

which the hermitian form is indefinite, non degenerate) and of a subspace on

which F is positive. There is a normal form for hyperbolic planes, so that F can

be written in suitable coordinates

(5) F (x, y) =
q∑
1

(xi · yn−q+1 + xn−q+i · yi) +
∑
q<j≤p

xj · yj .

As in 7.2.3, write the matrices in 3× 3 blocks. The form F is again given by (8)

there. Instead of (9) we have

(6) X11 + tX33 = X13 + tX31 = X31 + tX31 = 0

and (11) defines again a maximal split torus S. We have the roots λi − λj in the

space of the X11, the roots (λi + λj) (1 ≤ i, j ≤ q) in the space of the X13 (where

2λi is now allowed because the diagonal terms of X13 may be 6= 0) and the roots

λi in X12 (which is 6= 0 only if p 6= q). Therefore the root system is of type Cq if

p = q, of non reduced type BCq if p 6= q.

The matrices of the same form as those of S, but with the si ∈ C∗, rather

than in R∗ still belong to U(F ). Let, as usual, A be the identity component of

S(R). Then

(7) Z(A) = (S1)q × Up−q ×A .

It is commutative (and then the identity component of a Cartan subgroup) if and

only if p− q ≤ 1. The group G is never split, and is quasi-split if either n = 2q or

n = 2q + 1.
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The subspaces E = [e1, . . . , eq] and E′ = [en−q+1, . . . , en] are maximal

isotropic, in hermitian duality under F . As simple set of roots, take 4 to be

λ1 − λ2, . . . , λq−1 − λq, completed by 2λq if p = q, by λq if p 6= q, and let again

I(j) = 4 − {a}, if a is the j-th simple root. It is left to the reader to check

that Z(SI(j)) = GLj(C)×U(p− j, q − j). The corresponding parabolic subgroup

PI(j) is the stability group of the isotropic subspace [e1, . . . , ej ] and the para-

bolic subgroups are the stability groups of isotropic flags. The group SU(p, q) is

cuspidal.

A Levi subgroup of a standard parabolic subgroup PI is of the form

GLm1(C)× · · · ×GLms(C)× U(p−m, q −m) ,

where m ≤ q and m = m1 +m2 + · · ·+ms. PI is cuspidal if and only mi = 1 for

all i’s.

7.4.3. A antihermitian form is defined as in 7.4.1, except that b) is replaced by

F (y, x) = −F (x, y). However, F is hermitian if and only if i · F is antihermitian,

so there is no difference between the two cases.

7.5. The quaternionic case.

7.5.1. Quaternions. We let H be the division algebra over R of Hamilton

quaternions. It has dimension 4, and a basis 1, I, J,K where 1 is the identity,

I, J,K satisfy the familiar relations

(1) I2 = −1 , IJ + JI = 0 , IJ = K ,

and those obtained from (1) be cyclic permutation of I, J,K. We identify R with

the center R · 1 of H. If h = a0 + a1I + a2J + a3K (ai ∈ R), then

(2) Rh = a0 Ih = h− a0

are the real and imaginary parts of h. The norm squared N(h)2 of h is the sum

a2
0 + a2

1 + a2
2 + a2

3. We let µ be the embedding of H into M2(C) defined by

(3) µ(a0 + a1I + a2J + a3K) =
(
a0 + ia1 a2 + ia3
−a2 + ia3 a0 − i · a1

)
.
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It sends 1, I, J,K onto the matrices

(4)
(

1 0
0 1

)(
i 0
0 −i

)(
0 1
−1 0

)(
0 i
i 0

)
,

and its image is the algebra of matrices

(5)
(
x y
−y x

)
(x, y ∈ C) .

Thus, N(h)2 = detµ(h).

It is traditional to call involution of an algebra A over a field k an invertible

k-linear transformation σ : a 7→ aσ which reverses the order in a product: (a·b)σ =

bσ · aσ. We let here σ be the involution of H which sends

(6) h = Rh+ Ih onto Rh− Ih ,

therefore µ(hσ) = t(µ(h)). On µ(H), it is the transformation

(7)
(
x y
−y x

)
7→
(
x −y
y x

)
.

Its fixed point set is the center of H. The algebra µ(H) is stable under x 7→ tx,

so this defines another involution of H, to be denoted τ . It fixes 1, I,K and sends

J to −J .

The elements of norm 1 in H form a subgroup Hl mapped onto SU2 by µ. The

group H1 is the unique maximal compact subgroup of H∗. The associated Cartan

involution is

(8) h 7→ (hσ)−1 i.e. µ(h) 7→ (tµ(h))−1 .

7.5.2. We view Hn as a right vector space over H. Given C = (Cij) in Mn(H),

let Cσ = (Cσij). We leave it to the reader to check that C 7→ tCσ is an involution

of Mn(H). It also follows from (9) below.

We extend µ to an embedding of Mn(H) into M2n(C) by sending C = (cij)

to (µ(cij)). It is easily seen that

(9) µ(tCσ) = t(µ(C))

hence the involution just defined is the restriction to µ(Mn(H)) of the standard

involution x 7→ tx ofM2n(C). The map µ is an embedding ofGLn(H) intoGL2n(C)

65



and the standard Cartan involution of GL2n(C) induces on GLn(H) a (Cartan)

involution θ : C 7→ (tCσ)−1. Its fixed point set is the quaternionic unitary group

(see below), often denoted Sp(n). The P of the Cartan decomposition is the space

of positive non-degenerate quaternionic hermitian forms on Hn.

The center of GLn(H) is one-dimensional, and consists of the matrices r · Id
(r ∈ R∗). Its derived group will be denoted SLn(H). We have µ(SLn(H)) =

SL2n(C) ∩ µ(GLn(H)). The group µ(SLn(H)) is a real form of SL2n(C), denoted

SU∗(2n) in [H], of type A III in E. Cartan’s list.

It follows from (5) and the definition of µ that

(10) tr(µ(C)) = R(tr C) , (C ∈ GLn(H)) .

7.5.3. A σ-hermitian form on Hn is a function on Hn × Hn, additive in both

arguments, which satisfies the conditions

F (x · a, y · b) = aσ · F (x, y) · b (a, b ∈ H, x, y ∈ Hn)(11)

F (y, x) = F (x, y)σ .(12)

In particular, F (x, x) ∈ R. The unitary group of F is

(13) U(F ) = {g ∈ GLn(H) , tgσ · F · g = F} .

The form F is assumed to be non-degenerate, as usual. If F is the identity form

then U(F ) is the unitary quaternionic group Sp(n) on Hn and is a compact Lie

group. In general F is conjugate to

(14) F (x, y) =
p∑
1

xσi · yi −
∑
i>p

xσi · yi .

We assume p ≥ q ≥ 1, (n = p + q). In this case, U(F ) is denoted Sp(p, q). The

Cartan involution θ : x→ (txσ)−1 of GLn(H) leaves Sp(p, q) stable and induces a

Cartan involution with fixed point the (maximal) compact subgroup Sp(p)×Sp(q).
The Lie algebra of Sp(p, q) is defined by the condition Cσ ·F +F ·C = 0 as usual,

from which it follows that R(tr C) = 0. Therefore Sp(p, q) ⊂ SLn(H).

7.5.4. Up to conjugacy, we can also write F as

(15) F (x, y) =
q∑
1

xσi · yn−q+i + xσn−q+i · yi +
∑
q<i≤p

xσi · yi .
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This is the same as 7.4.2(4) except that complex conjugation is replaced by a

superscript σ. With the same change, 7.4.3(6) remains valid, a maximal R-split

torus is given by 7.2.3(11) and we get the same root systems as in the unitary

case: type Cq if p = q and type BCq if p 6= q.

If, in the definition of S, we let the si be arbitrary elements of H∗, we still

get a subgroup of G, so that

Z(S) = (H∗)q × Sp(p− q) .

If A = S0, then Z(A) ∼= A× (SU2)q ×Sp(p− q). In particular G is not quasi-split.

The last remarks of 7.4.2 remain valid, modulo obvious changes in notation.

The embedding µ of G in GL2n(C) maps G into Sp2n(C) and, counting di-

mensions, we see that G is a real form of Sp2n(C) of type BD1 in Cartan’s list (cf.

[H]).

As in 7.4.2, the standard parabolic subgroups are the stability groups of stan-

dard flags in E = [e1, . . . , eq]. Such a flag is defined by an integer m ≤ q and a

partition m = m1 + · · · + ms of m. The identity component of the group 0LI in

the Levi subgroup of the corresponding parabolic subgroup PI is

(16) SLm1(H)× · · · × SLms(H)× Sp(p−m, q −m) .

The group SLn(H) has rank 2n− 1, but its maximal compact subgroup Sp(n) has

rank n, therefore SLn(H) is cuspidal if and only if n = 1. On the other hand

Sp(p, q) and its maximal compact subgroup Sp(p) × Sp(q) have both rank p + q.

Therefore PI is cuspidal if and only if the mi are equal to 1.

7.5.5. Antihermitian forms. A sesquilinear form on Hn is antihermitian if

(12) is replaced by

(17) F (y, x) = −F (x, y)σ · (x, y ∈ Hn) .

Contrary to what happens in the real case, there are non-zero antihermitian forms

on the one-dimensional space H, namely

(18) F (x, y) = xσ · c · y (cσ = −c, c 6= 0)

i.e. c is purely imaginary. Up to equivalence we may arrange that c is a given

imaginary unit, say J . Of course, it has no non-zero isotropic vector. On the
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other hand, it is known that any antihermitian form in at least two variables does

have isotropic vectors. It follows that, in suitable coordinates F , assumed to be

non-degenerate, as usual, has the form

(19) F (x, y) =
q∑
1

xσi · yn−q+i − xσn−q+i · yi + xσp · J · yp

if n = 2q + 1, and reduces to the first sum if n = 2q. As in the real case, there is,

up to equivalence, only one non-degenerate antihermitian form but n need not be

even. Here, we shall denote this form by Fn. Let us show that U(F1) ∼= U1.

The group H∗, viewed as group of H-linear transformations of H, operates by

left translations (since the H-module structure is defined by right translations).

Therefore a ∈ H∗ preserves F1 if and only F (a · x, a · x) = F (x, x) for all x ∈ H.

This is equivalent to F (a, a) = F (1, 1) = J , i.e. to aσ · J · a = J . By taking norms

on both sides, we see that N(a) = 1, but then aσ = a−1, hence a should commute

with J in H1 ∼= SU2. Since the centralizer of any non central element in SU2 is a

circle group, our assertion is proved.

A maximal R-split torus is again given by 7.2.3(11), but p− q ≤ 1. As in the

complex case, the root system is of type Cq if n = 2q, of type BCq if n = 2q + 1.

If in 7.2(11) we let the si ∈ H∗ we still get elements of U(Fn) and it follows that

the identity component of Z(A) is the product of A by (H1)q (resp. (H1)q ×U1),

if n = 2q (resp. n = 2q+ 1). Thus U(Fn) is not quasisplit. The complex numbers

embed in H, for instance by identifying them with R ⊕ I · R. Thus Z(A) also

contains (C∗)q, multiplied by U1 if n is odd, which provides a Cartan subgroup.

The rank of U(Fn) is n. In fact, µ gives an embedding of U(Fn) onto a real form of

SO2n(C), denoted SO∗(2n) in [H], of type DIII in Cartan’s notation, with maximal

compact subgroup Un, also of rank n.

The description of standard parabolic subgroups is essentially the same as

in the hermitian case. They are the stability groups of standard isotropic flags

contained in E = [e1, . . . , eq]. The identity component of 0LI is again given by

(16), except that the last factor is U(Fn−m).

The rank of SLm(H) is 2m − 1, and that of a maximal compact subgroup

Sp(m) is m. Therefore SLm(H) is cuspidal if and only m = 1. As a result, as in

the hermitian case, PI is cuspidal if and only if the mi are equal to one.

7.6. A general construction. Since the purpose of §7 is to give concrete
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examples, we have treated separately the real, complex and quaternionic cases.

To complete the picture, we outline here a more general construction, valid over

any commutative field k of characteristic 6= 2, of which they are special cases. Let

k be an algebraic closure of k.

Let D(k) be a division algebra over k and k′ its center. We assume D(k)

endowed with an involution σ. The latter is of the first kind if it is trivial on k′, of

the second kind otherwise. In that last case, k′ is a quadratic separable extension

of k and σ induces on k′ its non trivial automorphism fixing k pointwise. Assume σ

to be of the first kind. Then D(k)⊗k k = Md(k) and d is called the degree of D(k).

There are essentially two types of involutions, distinguished by the dimension of

their fixed point sets. We let δ(σ) = 1 (resp. δ(σ) = −1) if dimD(k)σ is d(d−1)/2

(resp. d(d+ 1)/2). (In the notation of 7.5.1, we have δ(σ) = 1 and δ(τ) = −1.)

7.6.2. We view D(k)n as a right vector space over D(k). Let ε = ±1. An ε-σ-

hermitian form on D(k)n is a function on D(k)n×D(k)n which is additive in both

arguments and satisfies

F (x · a, y · b) = aσ · F (x, y) · b ,(1)

F (y, x) = εF (x, y)σ .(2)

We assume it is non-degenerate: F (x,D(k)) = 0 implies x = 0. The Witt theory

extends and, in suitable coordinates, F has the form

F (x, y) =
q∑
1

xσi · yn−q+i + εxσn−q+i · yi +
∑
q<i≤p

xσi · ci · yi ,

where cσi = εci (q < i ≤ p). The second sum represents an anisotropic form. For

i = 1, . . . , q, the variables xi, xn−q+i are coordinates in hyperbolic planes.

If σ, σ′ are involutions of the first kind, then a multiple of a ε-σ-hermitian

form is ε′-σ′-hermitian if εδ(σ) = ε′δ(σ′), so that there is no essential difference

between those two cases. If σ is of the second kind then, as over C, σ-hermitian

and (−1)-σ-hermitian forms are equivalent.

7.6.3. Let k = R. Then there are three division algebras over k, namely R, C and

H. If D(k) = R, then σ is the identity and we get the orthogonal and symplectic

groups. If D(k) = C and the involution is complex conjugation, then we are in
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the case of 7.3. If D(k) = H, the center is R, and hence σ is necessarily of the first

kind. We have discussed hermitian and antihermitian forms for δ(σ) = 1. The

cases where δ(σ) = −1 reduce to those, as pointed out in 7.6.2.
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