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Abstract 

The training of modern deep neural networks (DNNs) boils down to a non-
convex Bayesian learning problem. A standard tool to handle the problem is Langevin 
Monte Carlo, which, however, can be arbitrarily slow and often fails to explore the 
multi-modal posterior given a limited time. 

As a result, advanced techniques are still required. 
In this talk, we start with the replica exchange Langevin Monte Carlo (also 

known as parallel tempering), which is a Markov jump process that proposes 
appropriate swaps between exploration and exploitation to achieve accelerations. 
However, the naive extension of swaps to big data problems leads to a large bias, and 
bias-corrected swaps are required. Such a mechanism leads to few effective swaps 
and insignificant accelerations. To alleviate this issue, we first propose a control 
variates method to reduce the variance of noisy energy estimators and show a 
potential to accelerate the exponential convergence. We also present the population-
chain replica exchange and propose a generalized deterministic even-odd scheme to 
track the non-reversibility and obtain an optimal round trip rate. 
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