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Abstract

Hopf’s inequality for positive matrix yields a strengthening of Perron’s theorem. We give in this paper a strengthening of Hopf’s inequality using a complex extension of the Hilbert metric.
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1 Introduction

Let \( n \) be an integer greater than or equal to 2. Let \( A = (a_{ij}) \) be an \( n \times n \) positive matrix, i.e., \( a_{ij} > 0 \) for all \( i,j \). By Perron’s theorem [19], the largest eigenvalue (in modulus) of \( A \), denoted by \( \rho(A) \), is unique, real and positive, and therefore, the spectral ratio \( \kappa(A) \) of \( A \), defined as

\[
\kappa(A) \triangleq \max\{|\lambda| : \lambda \text{ is an eigenvalue of } A, \lambda \neq \rho(A)\} / \rho(A),
\]

is strictly less than 1. Ostrowski [17] strengthened this result and showed that

\[
\kappa(A) \leq \frac{M^2 - m^2}{M^2 + m^2}, \tag{1}
\]

where \( m = \min_{i,j} a_{ij} \) and \( M = \max_{i,j} a_{ij} \). Inspired by Ostrowski’s theorem, Hopf [11] further strengthened Perron’s theorem and showed that

\[
\kappa(A) \leq \frac{M - m}{M + m}. \tag{2}
\]

It has been observed [18] that Hopf’s strengthening is tight in the sense that there are examples of \( A \) for which (2) holds with equality.

Before continuing, we digress a bit to briefly mention other related results (of less relevance though) in the literature. Frobenius [7, 8] generalized Perron’s theorem to non-negative matrices, which is popularly known as the Perron-Frobenius theorem. This result is the key pillar of the theory of non-negative matrices, which has a wide range of applications in multiple disciplines; see, e.g., [22, 15, 2, 1, 12]. Accordingly, there
are numerous results characterizing the isolation of the largest eigenvalue of non-negative matrices, most of them in the forms of upper bounds on the modulus of the second largest eigenvalue; see, e.g., [20] and the references therein. And it is worthwhile to note that for certain special families of symmetric non-negative matrices (such as adjacency matrices of a regular graph and transition probabilities matrices of a reversible stationary Markov chain), numerous Cheeger-type inequalities, which are in the forms of bounds on the difference between the largest and second largest eigenvalue, have been established; see, e.g. [5, 4, 16, 13] and references therein.

Although it often shows up in the literature, the exact expression as in (2) actually does not appear in [11] and only follows from Theorem 4 therein, stated for more general positive linear operators. As a matter of fact, a careful examination of the proof of Theorem 4 reveals that it yields a bound stronger than (2).

To precisely state this stronger result, we need to introduce some notation and terminologies. Let $W$ denote the standard simplex in the $n$-dimensional Euclidean space:

$$W = \left\{ w = (w_1, w_2, \ldots, w_n) \in \mathbb{R}^n : \sum_{i=1}^{n} w_i = 1, \ w_i \geq 0 \text{ for all } i \right\},$$

and let $W^\circ$ denote its interior, consisting of all the positive vectors in $W$. Let $d_H$ denote the Hilbert metric on $W^\circ$, which is defined by

$$d_H(v, w) \triangleq \max_{i,j} \log \left( \frac{w_i}{v_i} \frac{w_j}{v_j} \right),$$

for any two vectors $v, w \in W^\circ$. (4)

For any positive vector $w = (w_1, w_2, \ldots, w_n) \in \mathbb{R}^n$, we define its normalized version $\mathcal{N}(w)$ as

$$\mathcal{N}(w) = \frac{(w_1, w_2, \ldots, w_n)}{w_1 + w_2 + \cdots + w_n},$$

which obviously belongs to $W^\circ$. Apparently, the matrix $A$ induces a mapping $f_A : W^\circ \to W^\circ$, defined by

$$f_A(w) = \mathcal{N}(Aw),$$

for any vector $w \in W^\circ$. (6)

It is well known that $f_A$ is a contraction mapping under the Hilbert metric and the contraction coefficient $\tau(A)$, defined by

$$\tau(A) \triangleq \sup_{v \neq w \in W^\circ} \frac{d_H(Av, Aw)}{d_H(v, w)}$$

and often referred to as the Birkhoff contraction coefficient, can be explicitly computed as

$$\tau(A) = \frac{1 - \sqrt{\phi(A)}}{1 + \sqrt{\phi(A)}},$$

where

$$\phi(A) = \min_{i,j,k,l} \frac{a_{ik}a_{jl}}{a_{jk}a_{li}}.$$
Moreover, we define
\[ \theta(A) = \frac{\max_{i,j} a_{i,j}}{\min_{i,j} a_{i,j}} \]
and
\[ \eta(A) = \frac{\min_{i,j} a_{i,j}}{\rho(A) - \max\{\min_i \sum_j a_{ij}, \min_j \sum_i a_{ij}\} + \min_{i,j} a_{i,j}}. \]

We are now ready to state the aforementioned stronger result in Part a) of the following theorem and a further strengthening in Part b).

**Theorem 1.1.** a) For an \( n \times n \) positive matrix \( A \), we have
\[ \kappa(A) \leq \tau(A). \]  
\[ (9) \]
b) Furthermore, the inequality (9) can be strengthened as follows:
\[ \kappa(A) \leq \max_z \left\{ \frac{1}{1 + \phi(A)z} - \frac{1}{1 + z} \right\}, \]  
\[ (10) \]
where the maximum is over all \( z \) with \( 0 \leq z \leq \frac{(n-1)\theta(A)}{\eta(A)} \).

**Remark 1.1.** To see that (10) is a strengthening of (9), we note that
\[ \tau(A) = \max_z \left\{ \frac{1}{1 + \phi(A)z} - \frac{1}{1 + z} \right\}, \]
where the maximum is over all \( z \) with \( z \geq 0 \).

As mentioned before, the inequality (9) follows from Theorem 4 in [11], which is a contraction result with respect to the Hopf oscillation. Ostrowski [18] modified Birkhoff’s argument in [3] and gave an alternative proof of Theorem 1.1, which however still used the Hopf oscillation. In this work, using a complex extension of the Hilbert metric in lieu of the Hopf oscillation, we will give a new proof of (9) and give a further strengthening of it as in (10). Here, we remark that the complex Hilbert metric can be applied elsewhere; more specifically, it has been used [10] to establish the analyticity of entropy rate of hidden Markov chains and specify the corresponding domain of analyticity.

## 2 A Complex Hilbert Metric

Let \( W_C = \{ w = (w_1, w_2, \ldots, w_n) \in \mathbb{C}^n : \sum_{i=1}^n w_i = 1 \} \) and let \( W_C^+ = \{ w = (w_1, w_2, \ldots, w_n) \in W_C : \Re(w_i/w_j) > 0 \text{ for all } i, j \} \). The following complex extension of the Hilbert metric has been proposed in [10]:
\[ d_H(v, w) = \max_{i,j} \left| \log \left( \frac{w_i/w_j}{v_i/v_j} \right) \right|, \text{ for any } v, w \in W_C^+, \]
\[ (11) \]
where \( \log(\cdot) \) is taken as the principal branch of the complex \( \log(\cdot) \) function. Here we remark that there are other complex extensions of the Hilbert metric; see, e.g., [21] [6].
It can be easily verified that for $\varepsilon > 0$, we define

$$W_{\mathbb{C}}^0(\varepsilon) \triangleq \{ w = (w_1, w_2, \cdots, w_n) \in W_{\mathbb{C}} : \exists v \in W^0 \text{ such that } |w_i - v_i| \leq \varepsilon v_i \text{ for all } i \}. \quad (12)$$

It can be easily verified that for $\varepsilon$ small enough, $W_{\mathbb{C}}^0(\varepsilon) \subset W_{\mathbb{C}}^+ \triangleq \text{complex Hilbert metric}$ and thereby the complex Hilbert metric is well-defined on $W_{\mathbb{C}}^0(\varepsilon)$. Extending the definition in (5), for any complex vector $w = (w_1, w_2, \cdots, w_n)$ with $w_1 + w_2 + \cdots + w_n \neq 0$, we define its normalized version $\mathcal{N}(w)$ as

$$\mathcal{N}(w) = \frac{(w_1, w_2, \ldots, w_n)}{w_1 + w_2 + \cdots + w_n},$$

which obviously belongs to $W_{\mathbb{C}}$. And furthermore, for any $\varepsilon > 0$, extending the definition in (6), we define $f_A : W_{\mathbb{C}}^0(\varepsilon) \to W_{\mathbb{C}}^0(\varepsilon)$ by:

$$f_A(w) = \mathcal{N}(A w), \text{ for any vector } w \in W_{\mathbb{C}}^0(\varepsilon), \quad (13)$$

which is well-defined if $\varepsilon$ is small enough.

The following lemma has been implicitly established in [10]. We outline its proof for completeness and clarity. An interested reader may refer to the proofs of Theorem 2.4 in [10] and relevant lemmas for more technical details.

**Lemma 2.1.** Consider an $n \times n$ positive square matrix $A$.

a) For any small enough $\varepsilon > 0$, there exists $0 < \tau_{\varepsilon}(A) < 1$ such that for any $v, w \in W_{\mathbb{C}}^0(\varepsilon)$,

$$d_H(f_A(v), f_A(w)) \leq \tau_\varepsilon(A) d_H(v, w), \quad (14)$$

and moreover, $\tau_\varepsilon(A)$ tends to $\tau(A)$ as $\varepsilon$ tends to 0.

b) For any small enough $\varepsilon > 0$ and any sequence $\{w_{(k)} = (w_{(k),1}, w_{(k),2}, \cdots, w_{(k),n}) : w_{(k)} \in W_{\mathbb{C}}^0(\varepsilon)\}$ with $\lim_{k \to \infty} w_{(k)} = v \in W^0$, there exists $0 < \tau_k(A) < 1$ for any $k$ such that

$$d_H(f_A(v), f_A(w_{(k)})) \leq \tau_k(A) d_H(v, w_{(k)}), \quad (15)$$

and moreover, $\tau_k(A)$ tends to

$$\max_{i,j} \sum_{l=1}^n \max \left\{ \frac{a_{i,l} v_l}{\sum_{m=1}^n a_{m,l} v_m} - \frac{a_{j,l} v_l}{\sum_{m=1}^n a_{m,j} v_m} \right\} = 0$$

as $k$ tends to infinity.

**Proof.** a) First of all, we note, by the definition in (11), that for any $v, w \in W_{\mathbb{C}}^0(\varepsilon)$,

$$\frac{d_H(f_A(v), f_A(w))}{d_H(v, w)} = \frac{d_H(\mathcal{N}(A v), \mathcal{N}(A w))}{d_H(v, w)} = \max_{i,j} |L_{i,j}|, \quad (16)$$

where

$$L_{i,j} = \log \left( \frac{\sum_m a_{im} v_m / \sum_m a_{jm} v_m}{\sum_m a_{im} w_m / \sum_m a_{jm} w_m} \right) \left/ \max_{k,l} |\log(v_k / w_k) - \log(v_l / w_l)| \right.. \quad (17)$$
Letting \( c_i = \log(v_i/w_i) \) for all \( i \) and choosing \( p, q \) such that \(|c_p - c_q| = \max_{k,l} |c_k - c_l|\), we note that \( L_{i,j} \) can be rewritten as

\[
L_{i,j} = \frac{\log \left( \sum_m e^{c_m} a_{im} w_m \right) - \log \left( \sum_m a_{im} w_m \right)}{|c_p - c_q|} - \frac{\log \left( \sum_m e^{c_m} a_{jm} w_m \right) - \log \left( \sum_m a_{jm} w_m \right)}{|c_p - c_q|}.
\]

An application of the mean value theorem then yields that there exists \( \xi_{i,j} \in [0, 1] \) such that

\[
|L_{i,j}| \leq \sum_l \frac{c_l - c_q}{|c_p - c_q|} \left( \frac{e^{(c_l - c_q)\xi_{i,j} a_{il} y_l}}{\sum_m e^{(c_m - c_q)\xi_{i,j} a_{im} y_m}} - \frac{e^{(c_l - c_q)\xi_{i,j} a_{il} y_l}}{\sum_m e^{(c_m - c_q)\xi_{i,j} a_{im} y_m}} \right) \quad \text{(18)}
\]

By the definition of \( W_\varepsilon(\varepsilon) \), there exist \( v^0, w^0 \in W^0 \) such that for some constant \( C_1 > 0 \),

\[
|v_k - v^0_k| \leq C_1 \varepsilon v^0_k, \quad |w_k - w^0_k| \leq C_1 \varepsilon w^0_k \quad \text{for all } k.
\]

Now, let

\[
D_l = \frac{e^{(c_l - c_q)\xi_{i,j} a_{il} y_l}}{\sum_m e^{(c_m - c_q)\xi_{i,j} a_{im} y_m}} - \frac{e^{(c_l - c_q)\xi_{i,j} a_{il} y_l}}{\sum_m e^{(c_m - c_q)\xi_{i,j} a_{im} y_m}},
\]

and

\[
D_l^0 = \frac{e^{(c_l - c_q)\xi_{i,j} a_{il} y_l^0}}{\sum_m e^{(c_m - c_q)\xi_{i,j} a_{im} y_m^0}} - \frac{e^{(c_l - c_q)\xi_{i,j} a_{il} y_l^0}}{\sum_m e^{(c_m - c_q)\xi_{i,j} a_{im} y_m^0}},
\]

where we have, similarly as above, defined \( c_l^0 = \log(v_l^0/w_l^0) \) for all \( i \). It then follows from the established facts that for some constant \( C_2 > 0 \),

\[
\left| \sum_l \frac{c_l - c_q}{|c_p - c_q|} D_l - \sum_l \frac{c_l - c_q}{|c_p - c_q|} D_l^0 \right| < C_2 C_1 \varepsilon,
\]

and

\[
\left| \sum_l \frac{c_l - c_q}{|c_p - c_q|} D_l^0 \right| \leq \sum_{l=1}^n \max \{D_l^0, 0\} \leq \tau(A)
\]

that

\[
\left| \sum_l \frac{c_l - c_q}{|c_p - c_q|} D_l \right| \leq C_2 C_1 \varepsilon + \tau(A),
\]

which immediately implies that

\[
\frac{d_H(f_{A}(v), f_{A}(w))}{d_H(v, w)} \leq C_2 C_1 \varepsilon + \tau(A).
\]

Setting \( \tau_\varepsilon(A) = C_2 C_1 \varepsilon + \tau(A) \) and noting that \( \varepsilon \) can be chosen arbitrarily small, we establish (14) and conclude that \( \tau_\varepsilon(A) \) tends to \( \tau(A) \) as \( \varepsilon \) tends to 0.

b) By the proof of a), one can, for each \( k \), choose \( (a_{i,j} w^0_{(i,j)}, i = 1, 2, \ldots, n, \) such that \( \lim_{k \to \infty} w^0_{(i,j)} = v; \) (b) \( 0 < \xi_{(k),i,j} < 1, i, j = 1, 2, \ldots, n; \) (c) \( \varepsilon_{(k)} \) > 0 such that \( \lim_{k \to \infty} \varepsilon_{(k)} = 0 \), and set

\[
\tau(k)(A) = \max \left\{ \sum_{i=1}^n \max_{l=1}^m \left\{ \frac{a_{i,l} e^{\log(w^0_{(i,j)},i)/v_i)\xi_{(k),i,j} w_i} \sum_{m=1}^n a_{i,m} e^{\log(w^0_{(i,j)},m)/v_m)\xi_{(k),i,j} v_m} - \frac{a_{i,l} e^{\log(w^0_{(i,j)},v_i)\xi_{(k),i,j} v_i}} \sum_{m=1}^n a_{i,m} e^{\log(w^0_{(i,j),m}/v_m)\xi_{(k),i,j} v_m}, 0 \right\} + \varepsilon_{(k)} \right\}.
\]
which converges to
\[
\max_{i,j} \sum_{l=1}^{n} \max \left\{ \frac{a_{li}v_i}{\sum_{m=1}^{n} a_{ml}v_m} - \frac{a_{lj}v_l}{\sum_{m=1}^{n} a_{mj}v_m}, 0 \right\}
\]
as \(k\) tends to infinity. \(\square\)

3 Proof of Theorem 1.1

For a subset \(S\) of \(W^\circ\), we generalize the definition in [12] and define
\[
S_C(\varepsilon) \triangleq \{ w = (w_1, w_2, \ldots, w_n) \in W_C : \exists v \in S \text{ such that } |w_i - v_i| \leq \varepsilon v_i \text{ for all } i \}\.
\]

We will need the following lemma, which, roughly speaking, asserts the equivalence between the Euclidean metric (denoted by \(d_E\)) and the Hilbert metric on a complex neighborhood of a compact subset of \(W^\circ\).

**Lemma 3.1.** For any compact subset \(S\) of \(W^\circ\), there exists \(\varepsilon_0 > 0\) such that there exist constants \(G_1, G_2 > 0\) such that for all \(0 < \varepsilon < \varepsilon_0\) and for all \(v, w \in S_C(\varepsilon)\),
\[
G_1 d_H(v, w) < d_E(v, w) < G_2 d_H(v, w).
\]

**Proof.** The lemma follows from some straightforward arguments underpinned by the mean value theorem and the compactness of \(S\), which are completely parallel to those in the proof of Proposition 2.1 in [9] (a real version of this lemma). \(\square\)

We are now ready for the proof of Theorem 1.1.

**Proof.** Consider an \(n \times n\) positive square matrix \(A\). Let \(x = (x_1, x_2, \ldots, x_n)\) be the eigenvector corresponding to \(\rho(A)\). By Perron’s theorem, we can choose \(x\) to be a positive vector with \(x_1 + x_2 + \cdots + x_n = 1\), i.e., \(x \in W^\circ\). Let \(\lambda\) be an eigenvalue of \(A\) that is different from \(\rho(A)\) and let \(y\) be a corresponding eigenvector. Here we remark that while \(\rho(A)\) and \(x\) are real, \(\lambda\) and \(y\) can be complex.

Now, consider a compact subset \(S\) of \(W^\circ\) that contains \(x\). It can be easily verified that for any \(\varepsilon > 0\), there exists \(n_0 \in \mathbb{N}\) such that for any \(n \geq n_0\),
\[
\mathcal{N}(A^n(x + y)) = \mathcal{N}(\rho^n(A)x + \lambda^n y) \in S_C(\varepsilon).
\]

Henceforth, we let \(v = \rho(A)^{n_0} x\) and \(w = \lambda^{n_0} y\). For any \(m \in \mathbb{N}\), it can be verified that
\[
d_H(\mathcal{N}(A^m v), \mathcal{N}(A^m (v + w))) = d_H(\mathcal{N}(\rho(A)^{m} v), \mathcal{N}(\rho(A)^{m} v + \lambda^m w))
\]
\[
= d_H(\mathcal{N}(v), \mathcal{N}(v + \hat{\lambda}^m w)),
\]
where we have written $\lambda/\rho(A)$ as $\hat{\lambda}$ for notational simplicity. Now, using the definition of the complex Hilbert metric, we continue

$$d_H(\mathcal{N}(A^mv), \mathcal{N}(A^m(v+w))) = \max_{i,j=1,2,\ldots,n} \log \left| \frac{v_i + \hat{\lambda}^m w_i}{v_j + \hat{\lambda}^m w_j} \right|_{\mathcal{F}}$$

$$= \max_{i,j=1,2,\ldots,n} \log \left| \frac{1 + \hat{\lambda}^m (w_i/v_i)}{1 + \hat{\lambda}^m (w_j/v_j)} \right|$$

$$= \max_{i,j=1,2,\ldots,n} \log \left( 1 + \frac{\hat{\lambda}^m (w_i/v_i) - (w_j/v_j)}{1 + \hat{\lambda}^m (w_j/v_j)} \right)$$

$$= \max_{i,j=1,2,\ldots,n} \log \left( 1 + \frac{(w_i/v_i) - (w_j/v_j)}{1/\hat{\lambda}^m + (w_j/v_j)} \right)$$

$$= \log \left( 1 + \frac{(w_i/v_i) - (w_j/v_j)}{1/\hat{\lambda}^m + (w_j/v_j)} \right), \quad (19)$$

where we have assumed $i_0, j_0$ achieve the maxima in (19). We note that $w_{i_0}/v_{i_0} \neq w_{j_0}/v_{j_0}$, since otherwise it would mean $d_H(\mathcal{N}(A^mv), \mathcal{N}(A^m(v+w))) = 0$ and therefore $w$ would be a scaled version of $v$, contradicting the fact that $\lambda$ is different from $\rho(A)$.

It follows from the fact that $0 < \hat{\lambda} < 1$ that there exists a constant $C_1 > 0$ such that for all $m$,

$$d_H(\mathcal{N}(A^mv), \mathcal{N}(A^m(v+w))) = \log \left( 1 + \frac{(w_i/v_i) - (w_j/v_j)}{1/\hat{\lambda}^m + (w_j/v_j)} \right) \geq C_1 \left| \frac{(w_i/v_i) - (w_j/v_j)}{1/\hat{\lambda}^m + (w_j/v_j)} \right|.$$  

And by Lemmas 2.1 and 3.1 there exist $0 < \tau_\varepsilon(A) < 1$ and a constant $C_2 > 0$ such that

$$d_H(\mathcal{N}(A^mv), \mathcal{N}(A^m(v+w))) \leq C_2 \tau_\varepsilon^m(A) d_E(\mathcal{N}(v), \mathcal{N}(v+w)),$$

which immediately implies that

$$C_1 \left| \frac{1}{1/\hat{\lambda}^m + (w_j/v_j)} \right| \leq C_2 \tau_\varepsilon^m(A) \left| \frac{d_E(\mathcal{N}(v), \mathcal{N}(v+w))}{(w_i/v_i) - (w_j/v_j)} \right|. $$

One then verifies that there exists a constant $C_3 > 0$ (which depends only on $x, y$) such that

$$\frac{d_E(\mathcal{N}(v), \mathcal{N}(v+w))}{(w_i/v_i) - (w_j/v_j)} < C_3,$$

and furthermore, there exists a constant $C_4 > 0$ such that for all $m$,

$$\left| \frac{1}{1/\hat{\lambda}^m + (w_j/v_j)} \right| \geq C_4 \hat{\lambda}^m.$$  

It then follows that after choosing $\varepsilon$ small enough and then $n_0$ large enough, we have

$$C_1 C_4 \hat{\lambda}^m \leq C_2 C_3 \tau_\varepsilon^m(A) ,$$
which, upon letting $m$ tend to infinity, yields $\lambda \leq \tau_\varepsilon(A)$, where we have used the fact that all the constants $C_1, C_2, C_3, C_4$ can be chosen independent of $\varepsilon$. Moreover, using the fact that $\varepsilon$ can be chosen arbitrarily small, we apply Lemma 2.1(a) to obtain $\lambda \leq \tau(A)$, which immediately leads to $\kappa(A) \leq \tau(A)$ and completes the proof of Part a).

We next prove Part b). First of all, noting that $N(A^m(v + w))$ converges to $x$ as $m$ tends to infinity, a parallel argument as in the proof of Part a), supplemented by Lemma 2.1(b) (rather than Lemma 2.1(b)), yields that

$$
\kappa(A) \leq \max_{i,j} \sum_{l=1}^n \max \left\{ \frac{a_{li}x_l}{\sum_{m=1}^n a_{mi}x_m} - \frac{a_{lj}x_l}{\sum_{m=1}^n a_{mj}x_m}, 0 \right\}.
$$

Now, setting

$$
T_0 = \left\{ l : \frac{a_{li}x_l}{\sum_{m=1}^n a_{mi}x_m} - \frac{a_{lj}x_l}{\sum_{m=1}^n a_{mj}x_m} \geq 0 \right\} \quad \text{and} \quad T_1 = \left\{ l : \frac{a_{li}x_l}{\sum_{m=1}^n a_{mi}x_m} - \frac{a_{lj}x_l}{\sum_{m=1}^n a_{mj}x_m} < 0 \right\},
$$

we have

$$
\sum_{l=1}^n \max \left\{ \frac{a_{li}x_l}{\sum_{m=1}^n a_{mi}x_m} - \frac{a_{lj}x_l}{\sum_{m=1}^n a_{mj}x_m}, 0 \right\} = \sum_{l \in T_0} \left( \frac{a_{li}x_l}{\sum_{m \in T_0} a_{mi}x_m + \sum_{m \in T_1} a_{mi}x_m} - \frac{a_{lj}x_l}{\sum_{m \in T_0} a_{mj}x_m + \sum_{m \in T_1} a_{mj}x_m} \right) \\
\leq \sum_{l \in T_0} \left( \frac{\beta_{i,j}a_{lj}x_l}{\sum_{m \in T_0} a_{mj}x_m + \alpha_{i,j} \sum_{m \in T_1} a_{mj}x_m} - \frac{a_{lj}x_l}{\sum_{m \in T_0} a_{mj}x_m + \sum_{m \in T_1} a_{mj}x_m} \right),
$$

where $\beta_{i,j} = \max_l\{a_{li}/a_{lj}\}$ and $\alpha_{i,j} = \min_l\{a_{li}/a_{lj}\}$. It then follows that

$$
\kappa(A) \leq \max_{i,j} \left\{ \frac{1}{1 + (\alpha_{i,j}/\beta_{i,j})z} - \frac{1}{1 + z} \right\} \leq \frac{1}{1 + \phi(A)z} - \frac{1}{1 + z},
$$

where

$$
z = \frac{\sum_{m \in T_1} a_{mj}x_m}{\sum_{m \in T_0} a_{mj}x_m}.
$$

It has been established in [14] that

$$
\min_m x_m \geq \eta(A),
$$

which immediately implies

$$
0 \leq z \leq \frac{(n - 1)\theta(A) \max_m x_m}{\min_m x_m} \leq \frac{(n - 1)\theta(A)}{\eta(A)},
$$

completing the proof of Part b).

\[\square\]
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