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Abstract

In this paper, we propose approximate inverse-free preconditioners for solving Toeplitz

systems. The preconditioners are constructed based on the famous Gohberg-Sememcul for-

mula. We show that if a Toepltiz matrix is generated by a positive bounded function and its

entries enjoys the off-diagonal decay property, then the eigenvalues of the preconditioned ma-

trix are clustered around one. Experimental results show that the proposed preconditioners

are superior to other existing preconditioners in the literature.
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1 Introduction

In this paper, we are interested in solving the Toeplitz system

Tnx = b (1)

by the Preconditioned Conjugate Gradient (PCG) method. A matrix is called a Toeplitz

matrix if it has constant diagonals, i.e., it takes the following form:

Tn =




t0 t−1 t−2 · · · t2−n t2−n

t1 t0 t−1 · · · · · · t1−n

...
. . .

. . .
. . .

. . .
...

...
. . .

. . .
. . .

. . .
...

tn−2 · · · · · ·
. . .

. . . t−1

tn−1 tn−2 · · · · · · t1 t0




. (2)
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Very often, a sequence of n × n Toeplitz matrices is generated by a function f(θ) ∈ C2π,

called the generating function, in Wiener class (this means it has a Fourier series expansion

with absolutely summable Fourier coefficients) and is denoted by Tn = Tn[f ]. When the

generate function f(θ) of a sequence of Toeplitz matrices Tn is known, its (j, k)-th entry

is given by the (j − k)th Fourier coefficient of f(θ), i.e.,

tk =
1

2π

∫ π

−π

f(θ)e−ikθdθ, k = 0,±1,±2, . . . .

Toeplitz and block-Toeplitz matrices arise from many applications in applied sciences and

engineering sciences, see for example, Ching [11] and Chan and Ng [6] and the references

therein. There are two main types of methods for solving Toeplitz systems. The first

type is direct methods. The direct methods are based on the idea of solving Toeplitz

systems recursively, see for instance, Levinson (1946) [22], Durbin (1960) [14] and Trench

(1964) [31]. The operational cost of these direct methods is O(n2). Superfast algorithms of

complexity O(n log2 n) for solving Toeplitz systems have been proposed by different groups

of researchers, see for instance, Bitmead and Anderson (1980) [3], Brent, Gustavson and

Yun (1980) [4], Morf (1980) [24], de Hoog (1987) [13], Ammar and Gragg (1988) [1]

and Huckle (1998) [19]. The second type of method is iterative methods. Conjugate

Gradient (CG) method is a popular method for solving Toeplitz systems. An important

property of a Toeplitz matrix is that it can be embedded into 2n × 2n circulant matrix.

Thus the operational cost for a Toeplitz matrix-vector multiplication is O(n log n) by

using the Fast Fourier Transforms (FFT). In addition, when a suitable preconditioner is

chosen, the convergence rate of the method can be speeded up. In the past two decades,

there has been an intensive research with regard to preconditioning techniques for Toeplitz

systems, see for instance [5, 8, 26, 27, 28, 29]. Here we propose inverse-free preconditioners

for solving Toeplitz systems. The preconditioners are constructed based on Gohberg-

Sememcul formula.

The Gohberg-Semencul formula states that the inverse of a Toeplitz matrix Tn can

be written a sum of multiplications of lower-triangular and upper-triangular Toeplitz ma-

trices. In this paper, we will first present an interesting property that when such lower-

triangular and upper-triangular Toeplitz matrices pre-multiplies and post-multiplies the

original Toeplitz matrix Tn, the resulting matrix is an identity matrix up to a scalar.

Based on this useful identity, we will then construct approximate inverse-free precondi-

tioners for Toeplitz matrices. We will show that if the Toeplitz matrix is generated by a

positive bounded function and its entries enjoys the off-diagonal decay property, then the

eigenvalues of the preconditioned matrix are clustered around one. Experimental results

in Section 4 show that such approximate inverse-free preconditioners are superior to other

popular preconditioners in the literature.

The rest of this paper is organized as follows. In §2, we give some preliminary results

on Toeplitz matrice and the Gohberg-Semencul formula. Then we construct approximate
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inverse-free preconditioners and present our numerical algorithm. In §3, we give a con-

vergence analysis on the preconditioning method. In §4, we present numerical examples

to demonstrate that the proposed preconditioners are both efficient and effective. Finally

concluding remarks are given in §5.

2 The Gohberg-Sememcul Formula and Construction of Pre-

conditioner

In this section, we first present the Gohberg-Sememcul formula. We then construct pre-

conditioners for Toeplitz systems.

2.1 The Gohberg-Sememcul Formula

Let us first introduce some notations for our discussion. Here we assume that zi(i =

1, 2 . . . , n) are either scalars or block matrices and Jn is the n × n anti-identity matrix.

We let z = (z1, z2, . . . , zn)t and denote L(z) as the lower-triangular Toeplitz matrix with

its first column entries being given by z, and L̃(z) denote the lower-triangular Toeplitz

matrix with its first column being given by (0, z1, . . . , zn−1)
t, i.e.,

L(z) =




z1 0

z2 z1

...
. . .

. . .

zn · · · z2 z1




and L̃(z) =




0 0

z1 0
...

. . .
. . .

zn−1 · · · z1 0




. (3)

Similarly, we denote U(z) as the upper-triangular Toeplitz matrix with its first row being

given by (zn, zn−1, . . . , z1)
t, and Ũ(z) denote the upper-triangular Toeplitz matrix with

its first column being given by (0, zn, . . . , z2)
t, i.e.,

U(z) =




zn zn−1 · · · z1

. . .
. . .

...

zn zn−1

0 zn




and Ũ(z) =




0 zn · · · z2

. . .
. . .

...

0 zn

0 0




. (4)

Let

xn = (x1, x2, . . . , xn)t and yn = (y1, y2, . . . , yn)
t

be respectively the solutions of the following linear systems

{
Tnxn = e

(1)
n

Tnyn = e
(n)
n .

(5)
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Here e
(1)
n = (1, 0, . . . , 0)t and e

(n)
n = (0, . . . , 0, 1)t are the unit vectors, the subscript

denotes the length of the vector and the superscript denotes the position of the nonzero

element. It is well-known that the inverse of a Toeplitz matrix can be written as a sum

of multiplications of lower-triangular and upper-triangular Toeplitz matrices [15]. If the

linear system (5) is solvable, then the inverse of Tn can be constructed by using the famous

Gohberg-Sememcul formula [15].

For any positive definite Toeplitz matrix Tn, if xn and yn are the solutions of (5), we

must have x1 6= 0, see for instance [18] and the inverse of Tn can be represented in terms

of xn and yn by using Gohberg-Sememcul formula [15] as follows:

T−1
n =

1

x1

[L(xn)U(yn) − L̃(yn)Ũ(xn)]. (6)

When x1 is zero, Ben-Artzi and Shalom [2], Labahn and Shalom [21], Ng, Rost and

Wen [25] and Heinig [17] have studied the representation. Furthermore, if the nonsin-

gular matrix Tn is well-conditioned, Gohberg-Sememcul formula have been shown to be

numerically forward stable, see for instance [16, 32].

2.2 An Identity

In this subsection, we present an interesting property that when the triangular Toeplitz

matrices (3) and (4) pre-multiplies and post-multiplies the original Toeplitz matrix Tn,

the resulting matrix is an identity matrix up to a scalar.

The following lemma gives the relationship between the solutions of (5) from the size

of n to the size of 2n.

Lemma 1 Let Tn = (ti−j)ij be a nonsingular Toeplitz matrix and we denote

cn = (t0, t1, . . . , tn−1)
t and rn = (t0, t−1, . . . , t1−n)t.

Suppose that xn and yn satisfy

Tnxn = e(1)
n and Tnyn = e(n)

n ,

respectively and x1 6= 0 then the following equations are solvable:

L(xn)un = −Ũ (cn)xn and U(yn)vn = −L̃(Jnrn)yn. (7)

Here

un = (u1, u2, . . . , un)
t and vn = (v1, v2, . . . , vn)t.

Moreover, if P2n is defined as

P2n =

(
Tn An

Bn Tn

)
(8)
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where

An = L̃(Jnrn) + U(vn) and Bn = L(un) + Ũ(cn), (9)

then

P2n

(
xn

0

)
= e

(1)
2n and P2n

(
0

yn

)
= e

(2n)
2n .

Proof: Since x1 = yn 6= 0, we know that L(xn) and U(yn) are nonsingular. Now

because

Bnxn = L(un)xn + Ũ(cn)xn = L(un)xn − L(xn)un

and

L(un)xn = L(xn)un

we have (
Tn An

Bn Tn

)(
xn

0

)
=

(
Tnxn

Bnxn

)
= e

(1)
2n .

Similarly, we note that

U(yn)vn = U(vn)yn,

thus we have

Anyn = L̃(Jnrn)yn + U(vn)yn = L̃(Jnrn)yn + U(yn)vn = 0.

Therefore, we obtain

(
Tn An

Bn Tn

)(
0

yn

)
=

(
Anyn

Tnyn

)
= e

(2n)
2n .

Thus the lemma is proved.

Theorem 1 Let Tn be an n×n positive definite Toeplitz matrix, xn and yn be the solutions

of (5), L(xn), U(yn), L̃(yn) and Ũ(xn) be defined as the formula in (3) and (4). Then

we have

U(yn)TnL(xn) − L̃(yn)TnŨ(xn) = x1In (10)

where In is an n × n identity matrix.

Proof: Since xn and yn are the solutions of (5), Tn is invertible and x1 6= 0 and yn 6= 0,

see for instance [18]. Let P2n be defined by (8), and we define

x̂2n = (xt
n, 0)t and ŷ2n = (0, yt

n)t.
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Here P−1
2n can be represented by using the Goherg-Sememcul formula as follows:

P−1
2n =

1

x1
[L(x̂2n)U(ŷ2n) − L̃(ŷ2n)Ũ(x̂2n)]

=
1

x1

[(
L(xn) 0

Ũ(xn) L(xn)

)(
U(yn) L̃(yn)

0 U(yn)

)
−

(
0 0

L̃(yn) 0

)(
0 Ũ(xn)

0 0

)]

=
1

x1

(
L(xn)U(yn) L(xn)L̃(yn)

Ũ(xn)U(yn) Ũ(xn)L̃(yn) + L(xn)U(yn) − L̃(yn)Ũ(xn)

)
.

We then partition P−1
2n into a 2-by-2 block matrix as follows:

P−1
2n ≡

(
P11 P12

P21 P22

)
(11)

and denote the Schur complement of P−1
2n as

K = P22 − P21P
−1
11 P12.

Then we have

P2n =

(
P−1

11 + P−1
11 P12K

−1P21P
−1
11 −P−1

11 P12K
−1

−K−1P21P
−1
11 K−1

)
.

Comparing with P2n with Equation (8), we have

P−1
11 + P−1

11 P12K
−1P21P

−1
11 = Tn (12)

and

K−1 = Tn.

Substituting

P11 =
1

x1
L(xn)U(yn), P12 =

1

x1
L(xn)L̃(yn), and P21 =

1

x1
Ũ(xn)U(yn)

into Equation (12), we obtain

x1U(yn)−1L(xn)−1 + U(yn)−1L̃(yn)TnŨ(xn)L(xn)
−1 = Tn.

Therefore the result follows.

We note that if Tn is a symmetric Toeplitz matrix, using the fact that yn = Jnxn,

then it is straightforward to prove the following theorem.

Theorem 2 Let Tn be an n × n symmetric Toeplitz matrix, xn be the solution of (5),
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L(xn) and Ũ(xn) are defined in (3). Then we have

L(xn)tTnL(xn) − Ũ(xn)tTnŨ(xn) = x1In. (13)

2.3 Approximate Inverse-Free Preconditioner

In this subsection, we construct an approximate inverse-free preconditioners for Toeplitz

matrices. We focus on Toeplitz matrices T2n = (ti−j)2n×2n such that tk = t∗−k. If tk are

scalars, then T2n is a symmetric matrix. However, if tk are block matrices, we do not

assume that T2n = T t
2n.

For simplicity, we only consider the scalar matrices. We note that there is a natural

partitioning of a Toeplitz matrix into 2 × 2 blocks as follows:

T2n =

(
Tn Sn

St
n Tn

)
(14)

where Tn is the principal submatrix of T2n and Sn is also an n × n Toeplitz matrix. We

propose to use P2n defined in (8) as a preconditioner for T2n. We remark that P2n is also

a symmetric matrix.

Lemma 2 Let Tn be a symmetric Toeplitz matrix, and P2n be defined in Lemma 1, then

P2n is also a symmetric Toeplitz matrix.

Proof: We note that xn and yn are the first column and the last column of Tn respec-

tively and we have yn = Jnxn. Since

L̃(Jnrn) = JnŨ(cn)Jn and L(xn) = JnU(yn)Jn,

from (7) we have

JnU(yn)Jnun = −Ũ (cn)xn and U(yn)vn = −JnŨ (rn)Jnyn.

Since

JnJn = In and U(cn) = U(rn)

we have
JnU(yn)vn = −JnJnŨ(rn)Jnyn

= −Ũ (cn)Jnyn

= −Ũ (cn)xn

= JnU(yn)Jnun.

Hence we obtain un = Jnvn. From (9) we conclude that An = Bt
n and the result follows.
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We recall that the inverse of P2n is given by

P−1
2n =

1

x̂1

[L(x̂2n)L(x̂2n)t − L̃(x̂2n)L̃(x̂2n)t] (15)

where x̂2n = (xt
n, 0)t.

We remark that it is not necessary to construct P2n explicitly. Once

Tnxn = e(1)
n (16)

is solved, the inverse of P2n can be represented by using (15). We will show that P2n

is a good preconditioner for T2n. However, the inverses of P2n involves the solution of

Equation (16). The computational cost can be expensive. Therefore in the remains of this

subsection, we present a recursive method to construct the preconditioner P2n efficiently.

2.4 The Recursive Scheme and Computational Cost

In fact, when the solution xn is obtained, P−1
2n can be represented by the formula in (15).

Equation (16) can be solved efficiently by using the Preconditioned Conjugate Gradient

(PCG) method with the preconditioner Pn. The solution of xn/2 involved in the precon-

ditioner Pn can be recursively generated by solving Equation (16) until the size of the

linear system is sufficiently small. The procedure of the recursive computation of P2n is

described as follows.

Procedure Input(Tk,k) Output(xk)

If k ≤ N , then

solve the linear system

Tkxk = e
(1)
k

exactly by direct methods;

else
compute xk/2 by using the procedure with the input matrix

Tk/2 and the integer k/2;

construct P−1
k by using the output xk/2 via the formula in (11);

solve the linear system Tkxk = e
(1)
k by using the preconditioned

conjugate gradient method with the preconditioner Pk;
end.

We remark that the above procedure is suitable for scalar case. For the block case,

one needs to solve one more equation

Tkyk = e
(k)
k .
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Since the procedure is similar to that of the scalar case, we therefore omitted here.

The main computational cost of the method comes from the matrix-vector multipli-

cations of the forms T2nz and P−1
2n z in each PCG iteration, where z is an n × 1 vector.

For the scalar case, the overall operations is of O(n log n). The total cost of the recursive

procedure is also O(n log n). For the block case, if the block size is m×m and the number

of block is n, then the total cost is O(m2n log n+m3n). For more details on computational

costs required for both the scalar and the block cases, we refer readers to [26].

3 Convergence Analysis

In this section, we give an convergence analysis of PCG method with our proposed pre-

conditioner. Here the strong norm are used to study the asymptotic behavior. We first

give the definition of a strong norm. Let A = {ak,j} be a n × n matrix, the strong norm

‖A‖ is defined by

‖A‖2 = max
x6=0

‖Ax‖2

‖x‖2
.

In many theoretical and practical problems, the entries of Toeplitz matrices enjoy an

exponential or polynomial decay in their off-diagonals, see for instance [30] and the refer-

ences therein. We then focus on Toeplitz systems with certain decay properties. We need

the the following definitions.

Definition 3 [30] Let A = [ai,j]i,j∈I be a matrix, where the index set is I = Z, N, or

{1, 2, . . . , N}.

1. A belongs to the space Eγ if

|ai,j| ≤ ce−γ|i−j| for γ > 0

and some constant c > 0.

2. A belongs to the space Qs if

|ai,j| ≤ c(1 + |i − j|)−s for s > 1,

and some constant c > 0.

For a sequence {tj}, if its entries enjoy a certain decay properties, we have the following

lemma.

Lemma 3 Let tj(j = 0, 1, 2, . . .) be a sequence satisfying

|tj| ≤ ce−γ|j| (17)

for some c > 0 and γ > 0, or

|tj| ≤ c(|j| + 1)−s (18)
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for some c > 0 and s > 1. Then the sequence {tj} is absolutely summable, i.e.,
∑∞

k=0 |tj |

is bounded, and for any given ǫ > 0, there exists a constant K > 0 independent of n, such

that for all n > K,
n∑

k=K

|tj | < ǫ. (19)

Proof: First we consider the case that

|tj | ≤ ce−γ|j|.

We have
n∑

k=p

|tj| ≤

n∑

k=p

ce−γj =
1

1 − e−γ
ce−γp(1 − e−γ(n−p+1)) <

ce−γp

1 − e−γ

Therefore, when p = 0, then {tj} is absolutely summable. Let

K > −γ−1 ln(c−1(1 − e−γ)ǫ),

we obtain (19).

When |tj| ≤ c(|j| + 1)−s, we have

n∑

k=p

|tj | ≤

n∑

k=p

c(|j| + 1)−s ≤

∞∑

k=p

c(|j| + 1)−s ≤ c

∫ ∞

p−1

(x + 1)−sdx ≤
cp1−s

s − 1
.

Therefore {tj} is absolutely summable. Let

K >

(
c

(s − 1)ǫ

)1/(s−1)

then (19) holds.

With the above definitions, the following theorem shows that the off-diagonal decay

property is preserved under the inverse operator.

Theorem 4 [20] Let A : l2(I) → l2(I) be an invertible matrix, where I = Z, N or

{1, 2, . . . , N}.

1. If A ∈ Eγ, then A−1 ∈ Eγ1
for some γ1 ∈ (0, γ).

2. If A ∈ Qs, then A−1 ∈ Qs.

The following theorem shows that the two sequences T2n and P2n can be very close to

each other as n goes to infinity.
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Theorem 5 Let Tn be an n × n positive definite symmetric Toeplitz matrix with its di-

agonal entries satisfying

|tj| ≤ ce−γ|j| (20)

for some c > 0 and γ > 0, or

|tj| ≤ c(|j| + 1)−s (21)

for some c > 0 and s > 1. Then for any given ǫ0 > 0, there exists a constant K > 0

independent of n, such that for all n > K,

‖T2n − P2n‖2 < ǫ0. (22)

Here P2n is defined in (8). Moreover, for any given ǫ1 > 0, there exists a constant K1 > 0

such that for all n > K1,

‖P−1
2n − T−1

2n ‖2 < ǫ1. (23)

Proof: Here we will only consider the case

|tj | ≤ ce−γ|j|,

the second case can be proved similarly.

Denote

E = T2n − P2n and t2 = (tn, tn+1, . . . , t2n−1)
t,

then we have

E = T2n − P2n =

(
0 Sn − An

St
n − At

n 0

)

=

(
0 L(t2)

t − L(un)t

L(t2) − L(un) 0

)

where An and Sn are defined in (8) and (14) respectively. Therefore, we have

‖E‖1 = ‖L(t2) − L(un)‖1 = ‖t2 − un‖1 ≤ ‖t2‖1 + ‖un‖1. (24)

Since Tn ∈ Eγ, we have

‖t2‖1 =

2n−1∑

k=n

|tk| ≤

2n−1∑

k=n

ce−γ|k| ≤
ce−γn

1 − e−γ

Therefore, for any given ǫ > 0, if

n > −γ−1 ln(c−1(1 − e−γ)ǫ),
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we have

‖t2‖1 < ǫ.

Next, we will estimate the bound of ‖un‖1. We note that

un = −L(xn)−1Ũ(cn)xn,

we estimate the bound of ‖L(xn)−1‖1 and Ũ(cn)xn.

We first estimate of the bound of ‖L(xn)−1‖1. ¿From Theorem 4, we deduce that

|xj| ≤ c1e
−γ1|j|

for some constant c1 and γ1 ∈ (0, γ). We know L(xn) ∈ Eγ1
, from which we obtain

L(xn)−1 ∈ Eγ2
for some constant γ2 ∈ (0, γ1).

We assume that ai,j are the entries of L(xn)−1. Since L(xn) is a lower-triangle matrix,

L(xn)−1 is a lower-triangle matrix too. We consider the sum of the j-th column of L(xn)−1

as follows:
n∑

k=1

ak,j =

n∑

k=j

ak,j ≤

n∑

k=j

c2e
−γ2(k−j) <

c2

1 − e−γ2

.

Denote

M =
c2

1 − e−γ2

,

we obtain

‖L(xn)−1‖1 < M. (25)

We then estimate the bound of Ũ(cn)xn. Since Tn enjoys an off-diagonal decay prop-

erty, from Theorem 4 and Lemma 3, there exist two constants M1, M2 independent of n,

such that
2n−1∑

k=0

|tk| < M1 and
n∑

k=1

|xn| < M2.

Thus, for any given ε, there exists a constant N1, such that for all n > N1,

2n−1∑

k=N1

|tk| < ε.

Moreover, there exists a constant N2, such that for all n > N2,

n∑

k=N2

|xn| < ε.

We denote

x̃n = (0, . . . , 0, xn−N1+2, xn−N1+3, . . . , xn)t

12



and

E1 =

(
0 Ê1

0 0

)

with

Ê1 =




tN1
tN1−1 · · · t2

tN1

. . .
...

. . . tN1−1

0 tN1




.

For the above analysis, if n > N1 + N2, we have

‖Ũ(cn) − E1‖1 < ε, ‖E1‖1 < M1, ‖x̃n‖1 < ε and ‖xn‖1 < M2.

Thus, using E1xn = E1x̃n, we have

‖Ũ(cn)xn‖1 = ‖(Ũ(cn) − E1)xn + E1x̃n‖1

≤ ‖(Ũ(cn) − E1)xn + E1x̃n‖1

≤ ‖(Ũ(cn) − E1)‖1‖xn‖1 + ‖E1‖1‖x̃n‖1

< (M1 + M2)ε. (26)

By using (25) and (26), we obtain

‖un‖1 = ‖ − L(xn)−1Ũ(cn)xn‖1

≤ ‖L(xn)−1‖1‖Ũ(cn)xn‖1

< M(M1 + M2)ε.

Thus, by using (24), we obtain

‖E‖1 < ‖t2‖2 + ‖un‖2 < ε + M(M1 + M2)ε.

Similarly, we also have

‖E‖∞ < ε + M(M1 + M2)ε.

By letting

ε0 =
1

M(M1 + M2) + x1
ǫ,

(22) holds.

We note that both T−1
2n and P−1

2n are bounded, then (23) holds.

Theorem 6 Let Tn be a Toeplitz matrix generated by a positive definite function f(θ),

and P2n is defined in (8). Then for any given ǫ > 0, there exists a constant K > 0

independently of n, such that for all n > K, all eigenvalues of P−1
2n T2n lie inside the

13



interval (1 − ǫ, 1 + ǫ).

Now we consider a more interesting case that the generating function f(θ) has zero(s).

Suppose that the generating function f(θ) ∈ C2π be non-negative real function and have

finitely many zeros. Let θk(k = 1, 2, . . . , m) be all roots of f(θ) in [−π, π) with order 2aj.

One can write

f(θ) = h(θ)|w(θ)|2, −π ≤ θ < π (27)

where

w(θ) =

m∏

k=1

(1 − ei(θ−θk))ak

and h(θ) > 0. It is easy to see that Tn[w] is a lower triangular Toeplitz matrix with

bandwidth

a =

m∑

k=1

ak.

By straightforward calculation, we obtain

Tn[f ] = Tn[w]∗Tn[h]Tn[w] + Gn (28)

where Gn has only non-zeros entries in its last a columns and its last a rows and therefore

its rank is less than 2a, see also [7, 23].

Theorem 7 Let Tn be an n × n positive definite Toeplitz matrix generated by f(θ) in

(27) with its diagonal entries satisfying (20) or (21) for some c > 0. Then for any given

ǫ0 > 0, there exists a constant K > 0 independent of n, such that for all n > K, at most

2a eigenvalues of

Tn[f ] − Tn[w]∗Pn[h]Tn[w]

have absolute value exceeding ǫ0.

Proof: Notice that h(θ) > 0, from Theorem 6 we know that for any given ǫ > 0, there

exists a constant K > 0 independent of n, such that for all n > K, we have

‖Tn[h] − Pn[h]‖2 < ǫ.

Let ǫ0 = ‖T2n[w]‖2
2ǫ, we have

Tn[f ] − Tn[w]∗Pn[h]Tn[w]

= Tn[w]∗ (Tn[h] − Pn[h]) Tn[w] + Gn

where rank(G2n) ≤ 2a and

‖Tn[w]∗ (Tn[h] − Pn[h]) Tn[w]‖2 < ǫ0.

14



This means that

T2n[f ] − T2n[w]∗P2n[h]T2n[w]

is the sum of a matrix with small 2-norm and a matrix with rank a. Hence the result is

proved.

Theorem 8 Let Tn be an n × n positive definite Toeplitz matrix generated by a complex

function f(θ) in Wiener class with roots θk(k = 1, 2, . . . , m) in [−π, π) with order aj.

Suppose that the function

w1(θ) =
m∏

k=1

(1 − ei(θ−θk))ak

and h1(θ) > 0 satisfies:

|f(θ)|2 = h1(θ)|w1(θ)|
2, −π ≤ θ < π. (29)

Then for any given ǫ0 > 0, there exists a constant K > 0 and M = M(ǫ0) independent of

n, such that for all n > K, we have

Tn[f ]∗Tn[f ] = Tn[w1] (Pn[h1] + Bn) Tn[w1]
∗ + Fn(M)

where ‖Bn‖2 < ǫ0 and rank(Fn(M)) ≤ M .

Proof: Denote h2(θ) = f(θ)/w1(θ), then we have h1(θ) = |h2(θ)|
2. By straightforward

calculation, we have

Tn[f ] = Tn[h2]Tn[w1] + Ĝn

where Ĝn has only non-zeros entries in its last a columns and therefore its rank is less

than a, see for instance [23]. Therefore

Tn[f ]∗Tn[f ] = Tn[w1]
∗Tn[h2]

∗Tn[h2]Tn[w1] + G̃n. (30)

Here

G̃n = Tn[w1]
∗Tn[h2]

∗Ĝn + Ĝ∗
nTn[h2]Tn[w1] + Ĝ∗

nĜn

is a matrix whose rank is at most s.

Chan et al. [7] proved that for any given ǫ > 0, there exists a constant K > 0 and

M = M(ǫ) independent of n, such that for all n > K, we have

Tn[h2]
∗Tn[h2] = Tn[|h2|

2] + B̃n + F̃n(M) (31)

where ‖B̃n‖2 < ǫ0 and rank(F̃n(M)) ≤ M .

We note that

h1(θ) = |h2(θ)|
2 > 0.

15



¿From Theorem 6, we know for any given ǫ > 0, there exists a constant K1 > 0 indepen-

dent of n, such that for all n > K1, we have

‖Tn[|h2|
2] −Pn[h1]‖2 = ‖Tn[h1] − Pn[h1]‖2 < ǫ. (32)

Together with (30), (31) and (32), this yields the assertion.

We remark all the results in this section concerning scalar Toeplitz matrices can be

extended to the case of block-Toeplitz matrices.

4 Numerical Results

In this section, we apply the proposed numerical algorithm to solve positive definite

Toeplitz systems

Tnxn = e(1)
n .

We remark that for the block case, one also needs to solve one more systems

Tnyn = e(n)
n .

All the numerical tests were done on a Compaq Evo N800v with Pentium(R) 4 Mobile

CPU1.70GHz with Matlab 6.5.

For the purpose of comparison, we also give the number of iterations by PCG method

without preconditioning (I), the with Strang’s circulant preconditioner (S) [29], with T.

Chan’s circulant preconditioner (C) [10], with the best circulant preconditioner (B6) of

order 6 [9], with the Recursive-Based Preconditioner Method (RBM) (B) [26] and also

with our preconditioner (P ). Here “**” in the tables signifies that convergence was not

attained in 1000 iterations. The stopping criteria is

τ =
‖rq‖2

‖r0‖2

≤ 10−6,

where rq is the residual vector after q iterations. While the initial guess for our precon-

ditioner is (xt
n/2, 0)t and for others is the zero vector, since xn/2 is obtained during the

recursive process in our preconditioner, while it is unknown for others preconditioners.

We remark that our preconditioner is constructed recursively. For instance, when we

consider the case n = 128, i.e., to solve T128x128 = e
(1)
128, the preconditioner is constructed

by solving T64x64 = e
(1)
64 using the preconditioned conjugate gradient method with the

stopping criteria being τ , and using the direct solver for T32x32 = e
(1)
32 . The initial guess

for T64x64 = e
(1)
64 is (xt

32, 0)t and for T128x128 = e
(1)
128 is (xt

64, 0)t.

In the following numerical examples, we test both well-conditioned linear systems and

ill-condition systems. It is interesting to note that our preconditioner performed very well

also for the later case. The readers can find more examples in [12] when the generator
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θ4 + 1

n I S C B6 B P

64 50 6 6 6 5 2

128 61 6 6 6 5 2

256 67 6 6 6 4 1

512 69 6 6 6 4 1

1024 70 6 6 6 2 1

2048 70 6 6 6 1 1

4096 70 6 6 6 1 1

Table 1: No. of Iterations for convergence for well-conditioned system.

function is a matrix and in [33] when the coefficient matrix is non-symmetric.

The first tested example is the Toeplitz matrices generated by the positive function

f(θ) = θ4 + 1.

The entries tk are given by t0 = π4/5 + 1 and

tk =

{
π4/5 + 1, k = 0

(−1)k
(

4π2

k2 − 24
k4

)
, k = ±1,±2, . . . ,±(n − 1).

We have

|tk| ≤ 135(1 + k)−2

and it is a well-conditioned system. The number of iterations required for convergence is

presented in Table 1. For the case of n = 128, we give the spectra of different precondi-

tioned matrices in Figure 1 and the condition numbers of the preconditioned matrices are

96.22, 22.30, 20.58, 22.23, 22.31 and 1.00 for I, S, C, B6, B and P respectively.

The second and third tested examples are the Toeplitz matrices generated by the

functions

f(θ) = θ2 and f(θ) = θ4

respectively. It is clearly that the entries enjoy the polynomial decay properties off the

diagonal. The number of iteration is presented in Table 2. For the generating function

f(θ) = θ4. We note that PCG does not converge in 1000 iterations for both the Strang’s

circulant preconditioners and T. Chan’s circulant preconditioners when n ≥ 1024. The

number of iterations required for convergence are presented in Table 2. ¿From the numer-

ical results, we observe that our preconditioner is indeed efficient and its performance is

better than the circulant preconditioners. For the case of n = 128, the spectra of different

preconditioned matrices are shown in Figures 2 and 3 respectively.
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θ2 θ4

n I S C B6 B P I S C B6 B P

64 78 6 14 9 5 6 233 33 41 16 9 8

128 170 6 17 9 5 5 929 53 79 18 9 8

256 361 7 22 9 5 5 ** 109 181 19 9 8

512 753 7 29 9 5 5 ** 270 464 22 11 7

1024 ** 7 38 9 5 5 ** ** ** 24 13 7

2048 ** 7 53 9 5 5 ** ** ** 26 13 7

4096 ** 7 72 10 5 4 ** ** ** 35 15 7

Table 2: No. of Iterations for convergence for ill-conditioned systems.
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Figure 1: Spectra of the preconditioned matrices for the generating function θ4+1 with n = 128.
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Figure 2: Spectra of the preconditioned matrices for the generating function θ2 with n = 128.
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Figure 3: Spectra of the preconditioned matrices for the generating function θ4 with n = 128.

5 Concluding Remarks

In this paper, we consider the solutions of positive definite Toeplitz systems. We introduce

an interesting property of a Toeplitz matrix with the relation to the Gohberg-Semencul

formula. We construct an approximate inverse of Toeplitz matrices which can be used

as a preconditioner. We prove that if a sequence of Toeplitz matrices is generated by a

positive bounded function, then the spectrum of the preconditioned matrices is uniformly

clustering around one. Hence the conjugate gradient methods when applied to solving the

preconditioned Toeplitz systems will converge very fast. In the numerical experiments,

we consider both the well-conditioned systems and the ill-conditioned linear systems.

Numerical results indicated that the proposed preconditioner is efficient in both cases

and is superior to other existing preconditioners in the literature.
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