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1. Heat equationCauchy{Kovalevskaya theorem. Let P be holomorphic withrespect to (x; t) at (x0; t0) 2 C 2 and polynomial in other variables.Then the Cauchy problem@mt u = P (x; t; f@kx@ltugk+l6m;(k;l)6=(0;m));@jt u(x; t0) = 'j(x); 0 6 j 6 m� 1has a unique local holomorphic solution u(x; t) at (x0; t0) for anychoice of the holomorphic germs '0; '1; : : : ; 'm�1 at x0.In 1842 Cauchy proved this in a series of four long Comptes Rendusnotes using reduction to �rst-order systems and the majorant method. In1873 Weierstrass posed it as a thesis problem for Kovalevskaya, withoutthe condition k+l 6 m, (k; l) 6= (0;m). She has found a counterexampleand eventually proved the correct result.Kovalevskaya considered the heat equation at (0; 0) 2 C 2 :(*) @tu = @2xu; u(x; 0) = u0(x):Since @ltu = @2lx u for all l, there is a unique formal power series solutionu(x; t) = 1Xl=0 u(2l)0 (x)l! tl 0@rewritten as 1Xk;l=0 bklxktl1A :In particular, writing the initial condition in the formu(x; 0) = 1Xk=0 ckxk; we have u(0; t) = 1Xk=0 (2k)!k! c2ktk:The factor (2k)!k! > k! increases rapidly as k !1. Hence the last serieshas zero radius of convergence and (�) has no local holomorphic solutioneven when u0(x) = 1=(1� x) and c2k = 1 for all k.\...Today, a century and a quarter later, it is di�cult to appreciatehow surprising such examples were in 1874. The discovery of themoften requires a young and fresh mind like Kovalevskaya's, to wandermore freely along routes that experience had trained older minds toignore as unpromising..."(Roger L. Cooke, The Cauchy{Kovalevskaya theorem, 2001)



Theorem (S. von Kowalevsky, 1875; J. Le Roux, 1895).The Cauchy problem (�) is locally soluble at (0; 0) ()u0(x) =P1k=0 ckxk, where jckj1=k 6 C=pk for some C > 0 ()u0(x) is an entire functions of order at most 2 and �nite type,i.e. u0 2 O(C ) and ju0(x)j 6 AeBjxj2 for some A;B > 0.Formally speaking, Kovalevskaya only proved that these bounds forjckj are necessary for the local solubility of (�), whence u0(x) must be anentire function, and showed by the example u0(x) = P1k=0 xk=(k!)1=3that not every entire function can be taken for u0(x). This already yieldsa corollary on analytic extension of solutions of the heat equation.Corollary. Every solution u 2 O(D1 �D2) of the equationut = auxx; a 2 C n f0gin a bidisk D1�D2 � C 2 extends analytically to eu 2 O(C �D2) and,generally speaking, admits no further analytic extension.Note that generic solutions (this means that u(x; t0) is an entirefunction of order < 2 for at least one t0 2 D2) extend to an entirefunction on the whole of C 2 .Theorem and Corollary also hold for all equations@tu = (b@mx + c1@m�1x + � � �+ cm)u; b 2 C n f0g; c1; : : : ; cm 2 Cwith integer m > 2 if we replace \entire function of order 2" by \entirefunctions of order m=(m�1)" (G.S.Salekhov, 1950). Thus the solubilitycondition becomes more restrictive as m grows. Even more generalequations of the form@mx u = Xk+l<m ckl@kx@ltu; ckl 2 C ;satisfy Corollary (C.Kiselman, 1969) and appropriately modi�ed Theo-rem (Yu.F.Korobeinik, 1997). When ckl are entire functions of x andholomorphic in t, we have an analogue of Corollary (M.Zerner, 1972)and part ) of Theorem (S.Ouchi, 1983; M.Garay, 2016).



2. Soliton equationsWell-known examples of soliton equations in dimension 1 + 1:ut = auxxx + buux; a; b 2 C n f0g;(1) utt = auxxxx + buuxx + bu2x; a; b 2 C n f0g;(2) iut = auxx + bujuj2; a; b 2 R n f0g;(3)with juj2 in (3) understood as u(x; t)u(x; t). The inverse scatteringmethod (Gardner, Green, Kruskal, Miura 1967) for the Korteweg{deVries equation (1) (long waves on shallow water): when the poten-tial u(x; t) changes in time according to (1), the evolution of its scatter-ing data (some spectral characteristsics of the operator L = @2x+u(x; t)on L2(R1x)) is linear and explicitly integrable. Explanation (Lax 1968):equation (1) with a = 1=4, b = 3=2 is the condition for solubility of theauxiliary linear problem(4) L = � ;  t = P where L := @2x + u and P := @3x + (3=2)u@x + (3=4)ux, i.e. (1) is ofthe form Lt = [P;L] =) the evolution of L is its conjugaton by a t-dependent unitary operator on L2(R1x) =) the evolution of its spectralcharacteristics is simple.The nonlinear Schr�odinger equation (3) (propagation of wave pack-ages in nonlinear dispersive media) was considered by V. E. Zakharovand A.B. Shabat (1971) who replaced the scalar second-order di�eren-tial equation L = � in (4) by a �rst-order 2� 2-matrix equation:(5) Ex = UE; Et = V Ewhere U(x; t; z) and V (x; t; z) are polynomials of degree 1 and 2 in thespectral parameter z 2 C (related to � in (4) by the formula � = z2).Then (3) is a reduction of the zero curvature equation(6) Ut � Vx + [U; V ] = 0(�rst explcictly written and applied by S. P. Novikov, 1974).The Boussinesq equation (2) (describing water waves that can moveleft or right) by V. E. Zakharov (1973): replace 2�2-matrices in (5) andthe second-order operator L in (4) by 3 � 3-matrices and a third orderoperator.



\...To date there is no proof that the Korteweg{de Vries equationpossesses the Painlev�e property. The main problem lies in the lackof methods for obtaining the global analytic description of a locallyde�ned solution in the space of several complex variables..."(Martin D. Kruskal, Analytic and asymptotic methods for nonlinearsingularity analysis: a review and extension of tests for the Painlev�eproperty, 1997{2004)Here is the strongest form of the Painlev�e property for (1){(3).Theorem 1 (D., 2008{2012). For each equation (1){(3), everyholomorphic solution u(x; t) in an arbitrary bidisk D1 � D2 � C 2(centred on R2 in case (3)) extends analytically to a meromorphicfunction eu(x; t) in the strip S = C �D2 � C 2 .Remark 1. The theorem is non-empty and non-improvable. In-deed, the Cauchy{Kovalevskaya theorem (with x as time variable) givesa local holomorphic solution u(x; t) of (1) with @jxu(x0; t) = 'j(t),j = 0; 1; 2, where 'j(t) are any prescribed holomorphic germs. Onecan choose them in such a way that the extension eu cannot be furtherextended holomorphically to any boundary point of S.Remark 2. To prove Theorem 1, we develop a local version of theinverse scattering method for soliton equations of parabolic type (theexistsing hyperbolic version of I.M.Krichever 1981{1983 derives com-pletely di�erent conclusions for completely di�erent equations), wherethe potentials are holomorphic germs without any boundary conditions.This makes a step towards another dream (how to study �nite-gap andrapidly decreasing solutions in a uni�ed manner):\...comment marier les solutions g�eometriques attach�ees aux courbesalgebriques [...] avec les di�usions qui viennent du scattering-inverse(solutions L2 de KdV par exemple)?"(Daniel Bennequin, Hommage �a Jean{Louis Verdier: Au jardin dessyst�emes int�egrables, 1993)



3. Construction of soliton equationsThe main tool is the zero curvature equation (6):Ut � Vx + [U; V ] = 0;where U; V : R2xt�C 1z ! gl(n; C ) are polynomials in z (with coe�cientsdepending on x; t) of the form U(x; t; z) = az+ q(x; t) and V (x; t; z) =azm+r1(x; t)zm�1+� � �+rm(x; t) for some constant matrix a 2 gl(n; C )and smooth functions q; r1; : : : ; rm : R2 ! gl(n; C ). The function(x; t; z) 7! Ut � Vx + [U; V ] = qt � Vx + [U; V ]is a polynomial of degree 6 m+1 in z. We require it to be a polynomialof degree 0, that is, to be independent of z. This condition gives mdi�erential relations (with respect to x, therefore in what follows weomit the dependence on t) between q; r1; : : : ; rm. If1) a = diag(�1; : : : ; �n) 2 gl(n; C ) is diagonal and �i 6= �j for i 6= j,2) q(x) is o�-diagonal, that is, qjj(x) � 0 PRI j = 1; : : : ; n,then these m relations determine r1; : : : ; rm almost uniquely as di�er-ential polynomials of q in x:rj = Fj(q); j = 1; : : : ;m:Lemma 1. Fix any point x0 2 C and putO(x0) := fholomorphic gl(n; C )-valued germs q(x) at x0g;O(x0)od := fall o�-diagonal q 2 O(x0)g:Then there is a unique sequence of di�erential polynomialsFj : O(x0)! O(x0), j = 0; 1; 2; : : : such that1) F0(q) � a for all q 2 O(x0),2) Fj(0) � 0 for all j > 1,3) the formal power series F (q; z) :=P1j=0 Fj(q)z�j satis�es@xF = [az + q; F ] for all q 2 O(x0)od:



For every m = 0; 1; 2; : : : the zero curvature condition (6) withU = az + q and V = azm + F1(q)zm�1 + � � �+ Fm(q)takes the form(Eqm) qt = [a; Fm+1(q)];where q(x; t) is the unknown o�-diagonal gl(n; C )-valued germ at thepoint (x0; t0) 2 C 2 . By �xing the matrix a and a reduction (i.e. depen-dence of the matrix q on a scalar u) and letting m = 1; 2; : : : , we obtaina hierarchy (an in�nite sequence of commuting 
ows).Examples of reductions. 1) The hierarchy of the heat equation:a = � 1=2 00 �1=2� ; q(x; t) = � 0 u(x; t)0 0 � =)=) (Eqm) takes the form @tu = @mx u:2) The Korteweg{de Vries equation:a = � 1=2 00 �1=2� ; q(x; t) = � 0 u(x; t)1 0 � =)=) (Eq3) takes the form ut = �6uux + uxxx:3) The nonlinear Schr�odinger equation:a = ��i=2 00 i=2� ; q(x; t) = � 0 u(x; t)�u(x; t) 0 � =)=) (Eq2) takes the form iut = �uxx � 2ujuj2:Theorem 10 (D. 2008). If the Cauchy problem q(x:t0) = q0(x)for an equation Eqm, m � 2, has a local holomorphic solution q(x; t)in a neighbourhood of (x0; t0), then the germ q0(x) extends to a mero-morphic matrix-valued function on the whole of C 1 .Theorem 1 (along with many other results) follows from Theorem 10.To prove Theorem 10, we construct all local holomorphic solutions of theequations Eqm in terms of appropriate scattering data.



4. Construction of the solutionsLemma 2. For every q 2 O(x0)od there is a unique formal series�(x; z) = I + �1(x)z + �2(x)z2 + : : : with �j 2 O(x0) such that�x = (az + q)�� �az and the series �(x0; z)� I is o�-diagonal:The equation for � is equivalent to @x � (az + q) = �(@x � az)��1.Geometrically it means that � is a gauge transformation of the connec-tion @x � az (with zero potential) to the connection @x � (az + q(x))(with potential q(x)).We de�ne the local scattering data of any potential q 2 O(x0)od asthe formal power seriesLq(z) := �(x0; z)� I = �1(x0)z + �2(x0)z2 + : : : :Its radius of convergence is zero for almost all potentials q. To measureits divergence, we introduce the Gevrey class � for every � > 0:Gev� := fformal power series ' = 1Xk=1 'kzk with o�-diagonal'k 2 gl(n; C ) such that 1Xk=1 j'kjk!� Ak <1 for some A > 0g:Lemma 3. (A) The Cauchy problem q(x; t0) = q0(x) for the equa-tion (Eqm) has a local holomorphic solution q(x; t) at the point (x0; t0)if and only if Lq0 2 Gev1=m.(B) The map q0 7! Lq0 is a bijection of O(x0)od onto Gev1.(C) If q0 2 O(x0)od is such that Lq0 2 Gev� for some � < 1, thenthe germ q0(x) extends analytically to an o�-diagonal meromorphicfunction Q0 2 M(C ).Remark. Theorem 10 follows immediately from Lemma 3(A),(C).Proof of Lemma 3(A). Part \only if" is technical and based on atheorem of Ya. Sibuya (1991) on Gevrey solutions of singularly peturbedsystems of ODE.



To prove part \if", we de�neEntm := fall holomorphic E : C ! GL(n; C ) such thatjE(z)j 6 AeBjzjm for some A;B > 0gand consider the Riemann factorization problem: given any ' 2 Gev1=mand E 2 Entm, �nd  2 Gev1=m and F 2 Entm such thatE(z)(I + '(z))�1 = (I +  (z))�1F (z)as formal Laurent series. If we choose E(x; t; z) = ea((x�x0)z+(t�t0)zm)for all (x; t) 2 C 2 , then the Riemann problemea((x�x0)z+(t�t0)zm)f�1(z) = 
�1� (x; t; z)
+(x; t; z)has a solution 
�(x; t; z) for all (x; t) in some neighbourhood 
 = 
(')of the point (x0; t0) in C 2 . This is because the problem is equivalent tosolving a linear equation (I+K(x; t))u(x; t) = u0(x; t) in an appropriateBanach space, where K(x; t) is a holomorphic family of bounded linearoperators on C 2xt with K(x0; t0) = 0.Taking the logarithmic derviatives of both parts of the equality
+ = 
�ea((x�x0)z+(t�t0)zm)f�1, where (x; t) 2 
, z 2 C P 1 , we have(@x
+)
�1+ = (@x
� + 
�az)
�1� . Separate the positive and negativeparts of the Laurent series:� (@x
+)
�1+ = f
�az
�1� g+0 = (@x
�)
�1� + f
�az
�1� g�:This can be rewritten as(7) � @x
+ = (az + q(x; t))
+@x
� = (az + q(x; t))
� � 
�az;where q(x; t) = (B')(x; t) := limz!1 z[
�(x; t; z); a]:Repeating the whole argument for t instead of x, we similarly get thesecond equation of the auxiliary linear system (5):@x
+ = U(q)
+; @t
+ = V (q)
+;where U(q) := az + q and V (q) := azm + F1(q)zm�1 + � � �+ Fm(q).Therefore, by cross-di�erentiation, q(x; t) satis�es the zero curvaturecondition Ut � Vx + [U; V ] = 0, which is equivalent to (Eqm). If wenow choose ' = Lq0 (which lies in Gev1=m by the hypothesis), then theinitial condition q(x; t0) = q0(x) will also hold. �



Remark. The equalities (7) reveal the geometric meaning of 
�:the columns of 
+ form a parallel frame �eld (a trivialization) of the
at connection r(q) := (@x � U(q)) dx + (@t � V (q)) dt on 
� C P 1z ,and 
� is a formal gauge transformation of the connection r(0) to theconnection r(q) on 
 � C P 1z , Here 
 � C 2xt is the neighbourhood of(x0; t0) where the Riemann problem is soluble.Proof of Lemma 3(B). When m = 1 and t = t0, the proof ofLemma 3(A) yields that the maps L : O(x0)od ! Gev1 andB : Gev1 ! O(x0)od; B'(x) := limz!1 z[
�(x; z); a];are inverse to each other: B � L = Id, L �B = Id. �Proof of Lemma 3(C). If Lq0 2 Gev� for some � < 1, then theRiemann problem (with m = 1, t = t0)ea(x�x0)z(I + Lq0(z))�1 = 
�1� (x; z)
+(x; z)is equivalent to solving a linear equation (I + K(x))u(x) = u0(x) inan appropriate Banach space, where K(x) is a holomorphic family ofcompact linear operators parametrized by C 1x with K(x0) = 0. Hencethe following lemma is applicable.Lemma 4 (meromorphic Fredholm alternative). Let X bea complex Banach space, D a Stein manifold with H2(D;Z) = 0, andK : D ! B(X) a holomorphic family of compact operators such thatI+K(x0) is invertible for some x0 2 D. Then there is a holomorphicfunction � 2 O(D) with �(x0) = 1 such thatI +K(x) is invertible () �(x) 6= 0;and the map x 7! �(x)(I +K(x))�1 extends to the zero set of � as aholomorphic map D ! B(X). Thus (I +K(x))�1 is a meromorphicoperator-valued function on D.The matrix-valued functionQ0(x) := BLq0(x) = limz!1 z[
�(x; t0; z); a]is de�ned for all x 2 C such that �(x) 6= 0. We have Q0 2 M(C ) byLemma 4 and Q0(x) = q0(x) in a neighbourhood of x0 in C 1x by whatwas said in the proof of Lemma 3(B). Hence it is the desired meromorphicextension of q0(x). �



5. Further properties of solutions1) The heat equation again. In this case the direct (q 7! Lq) andinverse (' 7! B') scattering tranforms are reduced to the classicalLaplace and Borel transforms:q(x) = 1Xk=0� 0 ck0 0 � (x� x0)k =) Lq(z) = � 1Xk=0� 0 ck0 0 � k!zk+1'(z) = 1Xj=1� 0 bj0 0 � 1zj =) B'(x) = � 1Xj=0� 0 bj+10 0 � (x� x0)jj!Classically, the map q(x) 7! Lq(z) = � R10 q(x)e�xzdx is a bijection ofEnt1 onto ff 2 O(1) j f(1) = 0g and B is the inverse map.2) Generic solutions. If Lq0 2 Gev� for some � < 1=m, thenthe solution q(x; t) of the local holomorphic Cauchy problem for (Eqm)extends meromorphically to the whole of C 2 .3) The set of admissible initial data decreases as the number of 
owincreases. In particular, if the Cauchy problem is soluble even locally forsome 
ow, then it is soluble globally (in t) for all lower 
ows.4) Trivial-monodromy property. If the Cauchy problem q(x; t0) =q0(x) for an equation Eqm, m � 2, is soluble locally, then the auxiliarylinear system Ex = (az+ q0(x))E (see (5)) has a globally meromorphic(in x) fundamental system of solutions E(x; z) = 
+(x; z) for everyz 2 C (see (7)). In case of the KdV equation ut = auux + buxxx,a; b 2 C nf0g, this property implies that every local holomorphic solutionu(x; t) for every �xed t = t0 takes the following form near every itspole x0:(8) u(x; t0) = �6ba k(k + 1)(x� x0)2 + 1Xn=0 cn(x� x0)n; 0 < jx� x0j < ";where k = k(t0) 2 N and k(t0) = 1 for almost all t0 while the co-e�cients cj = cj(t0) 2 C , j = 0; 1; 2; : : : satisfy c2j�1 = 0 for allj = 1; : : : ; k (characterization of trivial monodromy by Dujstermaat andGr�unbaum 1986). In particular, all poles of u(x; t0) are of second orderand of a rather special kind. These properties were known for �nite-gap solutions (Gesztesy and Weikard 1996, Veselov 1999), but not forgeneral holomorphic ones.



5) Tau functions. The KdV equation(**) ut = auux + buxxx; a; b 2 C n f0g;has \running wave" solutionsu1(x; t) =�12bA2a }(Ax+Bt+ C) + BAa 7! �nite-gapu2(x; t) = 12ba�1A2ch2(Ax+ 4bA3t+ C) 7! one-solitionu3(x; t) =�12ba�1(x+ C)2 7! Calogero{Moser rational solutionsand the Kontsevich{Witten solution u4(x; t) = (x+B)=(C�at), whereA 2 C nf0g, B;C 2 C , }(s) is the Weierstrass function (general solutionof the equation }000 = 12}}0). The functions u2 and u3 are limiting casesof u1 as one or both periods tend to 1.Theorem 2 (D. 2018). Every local holomorphic solution u(x; t)of the equation (��) may be written in the formu(x; t) = 12ba @2x log �(x; t) = 12ba � �xx� � �2x�2 ;where �(x; t) is an entire function of x for every �xed t.Conjecture. This entire function always has order 6 3.For example, the solutions u1; u2; u3; u4 have tau functions �1; �2; �3; �4of orders 2; 1; 0; 3 respectively.Corollary 1 of the conjecture. If a local holomorphic solu-tion u(x; t) of the equation (��) has no poles x 2 C for at least onevalue of t 2 C , then u(x; t) is either a constant of the Kontsevich{Wittensolution u4(x; t) = (x+B)=(C � at) for some B;C 2 C . In particular,the KdV equation has no non-constant entire solutions (holomorphicin the whole of C 2).



Corollary 2 of the conjecture. Every local holomorphic solu-tion u(x; t) of (��) having only a �nite number of poles x1; : : : ; xM 2 Cfor some t 2 C , is a rational Calogero{Moser solution (a sum of theprincipal parts of several Laurent series (8))u(x; t) = �6ba M(t)Xj=1 kj(t)(kj(t) + 1)(x� cj(t))2 ; cj(t) 2 C ; M(t); kj(t) 2 N :Here we have kj(t) = 1 and M(t) = M for all j and almost all t 2 Cand, for such t, the trajectories of poles are described by the di�erentialequations c0j(t) =Xl 6=j 12b(cl(t)� cj(t))2 ; j = 1; : : : ;Mand necessarily satisfy Pl 6=j(cl(t)� cj(t))�3 = 0, j = 1; : : : ;M . More-over, the number of poles (counting multiplicities) must be triangular:2M = M(t)Xj=1 kj(t)(kj(t) + 1) = n(n+ 1) for some n 2 N :


