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Abstract. We prove the existence and some properties of the limiting gap distribution
functions for the directions of some thin group orbits in the Poincaré disk.

1. Introduction

In this paper, we investigate the limiting gap distribution of directions for some thin
groups. Specifically, we let Γ0 be the Schottky group generated by three reflections
ρ1, ρ2, ρ3, with non-intersecting isometry half-circles C1, C2, C3 in the Poincaré disk D.
The region F bounded by C1, C2, C3 is a fundamental domain for Γ0. Γ0 is called a thin
group because F has infinite volume. We assume F is principal, in the sense that the
Jacobians |ρ′1|, |ρ

′
2|, |ρ

′
3| ≤ 1 on F . Every such group has a unique principal fundamental

domain F , except there are two when one of the isometry circles is a line passing 0. We
do not deal with the latter case, although our method can be easily modified to cover this
case. Let z be a point on ∂D, BT be the set of elements γ in Γ0 with ||γ|| < T for some
norm || · ||. We put an observer at the origin 0, and we want to study the limiting behavior
of the gap distribution of directions, or angles of {BT (z)} when observing at the origin, as
T goes to infinity.

The group Γ0 has an index-2, orientation-preserving and free subgroup Γ generated by
ρ1ρ2, ρ1ρ3. As a subgroup of a thin group Γ0, Γ is also thin. If Γ

′
is of finite covolume,

or a lattice in SL(2,R), Kelmer and Kontorovich [9] proved the limiting pair correlation

of the directions of a single Γ
′
-orbit in D. This generalizes the work of Boca, Popa, and

Zaharescu [3] which deals with the case when Γ
′

is SL(2,Z) and the observer is placed at
an elliptic point. Later, the work [9] was further generalized by Risager and Södergren [16]
to cover the cases SO(n, 1) with explicit convergence rate, and by Marklof and Vinogradov
[12] which determines a large class of local statistics, including gap distribution.

Each of [9], [16] and [12] used some automorphic tool (either homogeneous dynamics or
spectral theory). Applying automorphic tool to local statistics studies dates back at least
to [10]. See also [6], [11], [17], [1], [2] for some interesting works of this flavor.
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Figure 1. A hyperbolic reflection group

In fact, all these works and other known works on local statistics related to orbits of
discrete hyperbolic isometry groups, have the underlying groups finite co-volume. There-
fore, the novelty of this paper is that it deals with some thin group orbits. In doing so, we
exhibit both similarities and dissimilarities with lattice cases, furthermore, our work serves
to give a general flavor for this type of problems in the thin-group case.

Figure 2. The family of Cγ ’s (hued circles)

Compared to [9],[12], we modify our problem in the following way:
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(1) As mentioned above, instead of choosing z inside D, we choose z to be a point on
the boundary, say 1, and 1 lies in the flare region between C1 and C3 (see Figure 2).
(2) In [9] and [12], they use the Frobenious norm, given by∣∣∣∣∣∣ (a b

c d

) ∣∣∣∣∣∣2
Frob

=
|a|2 + |b|2 + |c|2 + |d|2

2
.

We use a different norm || · ||. We put a tiny circle CI = C(1 − r0, r0) tangent at 1 (See
Figure 2). Let Cγ = γ(CI) = C((1− rγ)eθγ i, rγ). We define

||γ||2 := κ(Cγ) =
1

rγ
,

where κ(Cγ) is the curvature, or the reciprocal of the radius of Cγ . It turns out that || · ||
and || · ||Frob are equivalent, when restricted to Γ (see Lemma 3.1). We choose r0 in the
following way. Let dE(x, y) be the Euclidean distance between x and y. Each Ci(i = 1, 2, 3)
divides the circle ∂D into a major arc Mi and a minor arc mi. let Di be the region in D
bounded by Ci and mi, we then define the Euclidean distance between the two sets Di and
Dj (we still use the notation dE) by

dE(Di, Dj) = inf
x,y
{dE(x, y)|x ∈ Di, y ∈ Dj},

We choose r0 so that CI ⊂ F ∪ {1} and r0 <
1
3 mini 6=j{dE(Di, Dj)}.

The advantage of the above modification is twofold: first the directions of orbit points
are just tangencies {γ(1)}, which simplifies our calculation; second the gaps between these
tangencies can be explicitly parametrized by Γ.

Unlike a lattice point orbit which converges to everywhere on the boundary, the orbit Γz
converges to a limit set ΛΓ in ∂D, which is a Cantor-like, totally disconnected, perfect set
with Hausdorff dimension < 1. Let δ be the critical exponent for Γ (roughly speaking, δ
measures the asymptotic growth rate of Γ). When δ > 1/2, δ also agrees with the Hausdorff
dimension of the limit set ΛΓ (See Page 12 and Page 32 of [13] for the computation of δ for
some of such groups). Supported on ΛΓ, there is a canonical Γ-invariant geometric measure
of dimension δ, called the Patterson-Sullivan measure, denoted by µ. µ is a probability
measure and has no atom [15][18][19].

Now we introduce our problem. Let I be an interval of ∂D with µ(I) > 0. Let AT =
AT,I = {xi} be the counter-clockwise oriented sequence of the points{

γ(1) ∈ I
∣∣γ ∈ Γ0, ||γ|| < T

}
.

The gap between xi and xi+1, denoted by d(xi, xi+1), is just the arclength distance be-
tween xi and xi+1. The size of AT is asymptotically c0µ(I)T 2δ for some positive constant
c0 (Theorem 2.3). Therefore, when defining the gap distribution function, a first thought
is to normalize the gaps in AT by dividing them by T 2δ, as in the previous works. How-
ever, as the following Theorem 1.1 indicates, it turns out most gaps are not of the order
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of the average gap 1/T 2δ, but of the order 1/T 2. And unlike a typical lattice orbits (for
example, Farey sequences), any gap in AT has two end points γ1(1), γ2(1) with ||γ1||, ||γ2||
comparable (see Theorem 4.2).

We define our gap distribution function to be

FT,I(s) =
1

c0µ(I)T 2δ

∑
xi∈AT

1{d(xi, xi+1)

T 2
≤ s}. (1)

Our main theorem is the following:

Theorem 1.1. There exists a monotone, continuous function F on (0,∞), independent
of I, such that

lim
T→∞

FT,I(s) = F (s).

Moreover, F is supported away from 0, and

lim
s→∞

F (s) = 1.

Figure 3 and Figure 4 are both empirical plots for the case when m1, m2,m3 are evenly
spaced and each of them has arclength 7π

12 . From [13], the critical exponent in this case
is δ = 0.62627635. Figure 3 is the plot for the gap distribution function FT,I , when

T =
√

2× 103 and I is the full boundary ∂D. Figure 4 illustrates the densities of the gap
distributions, or “F

′
T,I” for various T ’s and I’s (We didn’t prove F

′
T,I exist everywhere

exluding countably many points, although we expect this to be true. Figure 4 are actually
some normalized histograms with step taken to be 0.2).

The scale 1/T 2 agree with what a random point process on ΛΓ predicts (See Appendix
A). It is not completely unsurprising, as BT (1) tend to accumulate at those tiny clusters
which make up the limit set ΛΓ, instead of the whole interval. An informal way to think
of the scale 1/T 2 is that BT (1) are evenly spaced in a small neighborhood of ΛΓ, and since
gaps are of scale 1/T 2, the union of intervals containing BT (1) form an efficient open cover
of ΛΓ; the number of such intervals is T 2δ, which agree with the Hausdorff dimension of
ΛΓ.

The crucial tool that we use is a bisector counting theorem for Γ (Theorem 2.1). The
case when Γ is a lattice, or equivalently δ = 1 was proved by Good [8]. Later it was
generalized by Bourgain, Kontorovich and Sarnak to cover the cases when δ > 1

2 using the
unitary representation theory of SL(2,R) [4]. Oh and Shah further extended this counting
result to cover the cases when 0 < δ ≤ 1

2 using mixing of the geodesic flow for the Bowen-
Margulis-Sullivan measure [14].

Notation: For convenience we adopt the following notation throughout the paper: Our
main growing parameter is T . We write f ∼ g to mean f

g → 1. By f � g (f � g, f � g)

we mean there exists a positive constant B depending only on Γ such that f ≤ Bg
(f ≥ Bg, 1

B g ≤ f ≤ Bg). We also use f = O(g) which is synonymous with f � g,
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Figure 3. The plot for the gap distribution function F√2×103,∂D
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2× 103, I = [0.695204, 2.980334)

Figure 4. The plot for F
′
T,I for various T ’s and I’s

and f = o(g) to mean f
g → 0. Without further explanation all the implied constants

depend at most on Γ and the norm || · ||.

We say a conditon A (about T ) is asymptotically equivalent to a condition B (also about
T ) if either of the two situations occur: (1) both #{γ ∈ Γ|γ satisfies A} and #{γ ∈
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Γ|γ satisfies B} are o(T 2δ); (2)

lim
T→∞

#{γ ∈ Γ|γ satisfies A}
#{γ ∈ Γ|γ satisfies B}

= 1.

Plan for the paper: In Sec. 2 we prove several counting theorems about Γ. In Sec.
3 we prove several statements on the relationship between the norm || · || and the word
length of an element when expressed as a word of Si’s. An auxiliary tool is to campare
the norm || · || to the Frobenius norm || · ||Frob . In Sec. 3 we divide Γ into infinite families
according to the ending letters of γ, and the results in Sec. 3 guarantees that we only need
to check bounded many cases when determining the neighbors of any element in AT,I . In
Sec. 5 we prove our main theorem, where the results in Sec. 3 allows us to pass the limit
when assembling the contributions from these infinite families. We conclude this paper by
analyzing the limiting behavior of a random process on ΛΓ in the appendix.

Acknowledgement: The author would like to thank Elena Fuchs, Hee Oh, Jens Marklof
and Zeév Rudnick for useful discussions.

2. Several Counting Statements

Let D be the Poincaré disc with the metric

ds2 =
4(dx2 + dy2)

(1− (x2 + y2))2
.

The orientation-preserving symmetry group of D is

G = PSU(1, 1) =

{(
ξ η
η̄ ξ̄

) ∣∣∣|ξ|2 − |η|2 = 1

}
∼= PSL2(R).

Let

K =

{(
e
φi
2

e
−φi
2

)∣∣∣φ ∈ [0, 2π)

}
,

A =

{(
cosh t

2 sinh t
2

sinh t
2 cosh t

2

) ∣∣∣t ∈ [0,∞)

}
.

Recall the Cartan decompositon G = KA+K that each g ∈ G can be written in a unique
way as

g = kφ1(g)at(g)kπ−φ2(g) =

(
e
φ1(g)

2
i

e
−φ1(g)

2
i

)(
cosh t(g)

2 sinh t(g)
2

sinh t(g)
2 cosh t(g)

2

)(
e
π−φ2(g)

2
i

e−
π−φ2(g)

2
i

)
with φ1(g), φ2(g) ∈ [0, 2π) and t(g) > 0, so this determines φ1, φ2, t as functions of g. The
Haar measure is given by dg = etdφ1dφ2dt.
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In this coordinate, γ maps a circle C((1− r)eθi, r) to a circle of curvature

κ(γ(C((1− r)eθi, r))) = et(γ) 1− r
2r

(1 + cos(π − φ2(γ) + θ))

+ e−t(θ)
1− r

2r
(1− cos(π − φ2(γ) + θ)) + 1 (2)

and tangent to ∂D at

exp

((
φ1(γ) + arcsin

2 sin(π − φ2(γ) + θ)

et(γ)(1 + cos(π − φ2(γ) + θ)) + e−t(γ)(1− cos(π − φ2(γ) + θ))

)
i

)
.

(3)

Our crucial tool is the following bisector counting theorem:

Theorem 2.1 (Good, Bourgain-Kontorvich-Sarnak, Oh-Shah). Let Γ be a non-elementary,
geometrically finite discrete subgroup in PSU(1, 1). Let I,J be two intervals in [0, 2π) with
µ(I), µ(I) > 0, then ∑

γ∈Γ

1

φ1(γ) ∈ I
φ2(γ) ∈ J
t(γ) ≤ T

∼ cΓµ(I)µ(J )eδT

for some positive constant cΓ which only depends on Γ.

Theorem 2.1 has the following corollary which is applied to our analysis:

Corollary 2.2. Let I be as above. Define a measure dS = eδtdt×dµ on [0,∞)×[0, 2π). Let
Ω = Ω0 be a bounded set with piecewise smooth boundary in [0,∞)× [0, 2π) and S(Ω0) > 0,
and let ΩT = {(t, θ) ∈ [0,∞)× [0, 2π)

∣∣(t− T, x) ∈ Ω}. Then as T goes to ∞,∑
γ∈Γ

{
φ1(γ) ∈ I
(t(γ), φ2(γ)) ∈ ΩT

∼ cΓµ(I)S(Ω0)eδT .

Proof. This follows line by line from the argument in Proposition 5.2 of [17], with the extra
ingredient that µ is atomless, so we can approximate ΩT by sectors with the errors under
control. �

Each γ ∈ Γ0 can be expressed in a unique way as S1S2 · · ·Sl(γ), where each Si ∈
{ρ1, ρ2, ρ3} and Si 6= Si+1. We call S1S2 · · ·Sl(γ) is the reduced word for γ and we say
the word length of γ is l(γ). We denote the initial letter S1 for γ by Int(γ), and the ending
letter Sl(γ) for γ by End(γ). Without further mentioning, all the words in this paper are
reduced.

Now we can give an asymptotic count for #AT,I :

Theorem 2.3. There exists a positive constant c0 such that, as T goes to ∞,

#AT,I ∼ c0µ(I)T 2δ.
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Proof. We split AT,I into two sets as we are working with Γ instead of Γ0:

AT,I =
{
γ ∈ Γ

∣∣∣||γ|| < T, γ(1) ∈ I
}
∪
{
γ ∈ Γ

∣∣∣||γS1|| < T,End(γ) 6= S1, γS1(1) ∈ I
}

(4)

For the first set in the above union, since 1 is not a limit point, eφ1(γ)i, eφ2(γ)i stays uniformly
away from 1, or φ1(γ), φ2(γ) stays uniformly away from 0 (more precisely there is an open

neighborhood of 1 in ∂D such that eφ1(γ)i, eφ2(γ)i stays away from this neighborhood with
only finitely many exceptions). From (2), the condition

||γ|| < T

is asymptotically equivalent to

et(γ) 1− r0

2r0
(1 + cos(π − φ2(γ))) < T 2. (5)

From (3), the condition

γ(1) ∈ I
is asymptotically equivalent to

φ1(γ) ∈ I. (6)

Set

Ω0
T =

{
(t, θ)

∣∣∣et 1− r0

2r0
(1 + cos(π − φ2(γ))) ≤ T, φ1(γ) ∈ I

}
,

then {
γ ∈ Γ

∣∣∣||γ|| < T, γ(1) ∈ I
}
∼
{
γ ∈ Γ

∣∣∣(t(γ), s(γ)
)
∈ Ω0

T 2

}
Clearly Ω0

T = log T + Ω0
0. Therefore, applying Corollary 2.2 to Ω0

T 2 , we obtain{
γ ∈ Γ

∣∣∣||γ|| < T, γ(1) ∈ I
}
∼ c(1)

0 µ(I)T 2δ

with c1
0 = cΓS(Ω0

0).

The second set in the union (4) has an extra condition

End(γ) 6= S1,

which is asymptotically equivalent to

φ2(γ) 6∈ m1,

or

φ2(γ) ∈ m2 ∪m3.

By the same reasoning as for the first set, we have{
γ ∈ Γ

∣∣∣||γS1|| < T,End(γ) 6= S1, γS1(1) ∈ I
}
∼ c(2)

0 µ(I)T 2δ

for some c
(2)
0 > 0. Thus Theorem 2.3 follows, once we set c0 = c

(1)
0 + c

(2)
0 . �
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3. Compare Norms

In this section we prove several relationships between || · || and l(·).

Lemma 3.1. The norms || · || and || · ||Frob are equivalent in Γ.

Proof. It’s easy to see this from the Cartan Decomposition. Write γ = kφ1(γ)at(γ)kφ2(γ).

Then ||γ||2Frob = ||at(γ)||2 = et+e−t

2 � et, since || · ||Frob is invariant under K. From (2) we
have

||γ||2 = κ(γ(C)) = et
1− r0

2r0
(1 + cos(π − φ2(γ)) + e−t

1− r0

2r0
(1− cos(π − φ2(γ))) + 1.

Therefore, we also have ||γ||2 � et since when t large, because φ2(t) stays away from 0 as
1 6∈ ΛΓ. �

R1

Ρ1

L

Ρ2

Ρ3

r '

Figure 5. Reflecting a circle

Recall γ = S1S2 · · ·Sl(γ) is the reduced word for γ. The following lemma gives a rela-
tionship between ||γ|| and l(γ).

Lemma 3.2. There exists b > a > 1, such that

al(γ) � ||γ|| � bl(γ).

Proof. The isometry circles of ρ1, ρ2, ρ3 are C1, C2, C3, and each of them divides ∂D into
a major arc M1,M2, or M3 and a minor arc m1,m2, or m3. By induction one can show
that for each i, Si · · ·Sn(1) ∈ mi ⊂Mi−1. Each ρi maps a circle tangent on Mi to a circle
tangent on mi with smaller radius. The exact relation is illustrated as follows:

Let Ri be the radius of Ci. Let C
′

be any circle sitting on mj(j 6= i) with radius r
′
< r0

so that C
′

does not intersect Ci (See Figure 5 where we set i = 1 and j = 2). Let L be
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the distance between the centers of Ci and C
′
. Then ρi will map C

′
tangent to mj with

curvature

L2 − r′2

R2
i

1

r′
. (7)

We have the following crude estimate

(Ri + 2)2

R2
i

>
l2 − r′2

R2
i

> 1 +
r0

3Ri
.

Let a = mini{1 + r
3Ri
} and b = maxi{ (Ri+2)2

R2
i
}. Then by induction we can prove that

an
1

r0
< κ(γ(C)) < bn

1

r0
.

�

The above lemma has the following generalization:

Lemma 3.3. Let w be any reduced word of length n. If End(γ) 6= Int(w), then

an||γ|| � ||w · γ|| � bn||γ||.

Similarly, if Int(γ) 6= End(w), then

an||γ|| � ||γ · w|| � bn||γ||.

Proof. If Int(γ) = ρi and End(w) = ρj with j 6= i, then γ(CI) is a circle sitting on mi.
Then a same argument as in Lemma 3.2 shows that

anκ(γ(C))� κ(w(γ(C)))� bnκ(γ(C)),

or

an||γ|| � ||w · γ|| � bn||γ||.
The second case is reduced to the first case immediately, using the fact that ||γ · w|| �
||γ · w||Frob and ||γ · w||Frob = ||(γ · w)−1||Frob. �

We will also need the following lemma:

Lemma 3.4. Let ρi, ρj , ρk be three different letter from {ρ1, ρ2, ρ3} and γ ∈ Γ0 be any word
with End(γ) = ρi, then we have

||γ(ρjρk)
n|| � ||γ(ρkρj)

n||,

and the implied constants in independent of n.

Proof. We first assume γ ∈ Γ. There exists a constant N0 which depends only on Γ
such that whenever l(γ) > N0, the condition End(γ) = ρi is equivalent to the condition
φ1(γ) ∈ αi.
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We can exclude the cases when both l(γ) ≤ N0 and n ≤ N0
2 since there are only finitely

many such γ’s and n’s. We just deal with the case l(γ) > N0; the case n > N0
2 is similar.

Since ((ρjρk)
n)−1 = (ρkρj)

n, we have κ((ρjρk)
n(CI)) � κ((ρkρj)

n(CI)). Since (ρjρk)
n(C)

has tangencies t1, t2 in αj , αk, and φ2(γ) ∈ αi, we have both φ2(γ)+π−t1 and φ2(γ)+π−t2
are bounded away from π. We can apply (2) to (ρjρk)

n(CI) and (ρkρj)
n(CI) to see that

κ(γ(ρjρk)
n(CI)) � κ(γ(ρkρj)

n(CI)),

or

||γ(ρjρk)
n|| � ||γ(ρkρj)

n||.
If γ 6∈ Γ, then write γ = ργ

′
where ρ ∈ {ρ1, ρ2, ρ3}, ρ 6= Int(γ

′
) and γ

′ ∈ Γ. Then

κ
(
γ
′
(ρiρj)

n(CI)
)
� κ

(
γ
′
(ρjρi)

n(CI)
)

. Using the argument in Lemma 3.2 we see that

a · κ
(
γ
′
(ρiρj)

n(CI)
)
< κ (γ(ρiρj)

n(CI)) < b · κ
(
γ
′
(ρiρj)

n(CI)
)

and

a · κ
(
γ
′
(ρjρi)

n(CI)
)
< κ (γ(ρjρi)

n(CI)) < b · κ
(
γ
′
(ρjρi)

n(CI)
)
.

Therefore, we also have

||γ(ρjρk)
n|| � ||γ(ρkρj)

n||
in this case. �

4. Parametrization of gaps

Each gap formed by AT,I has two end points γ1(1), γ2(1) with ||γ1||, ||γ2|| < T . For each
γ1(1), we want to determine its neighbors. Figure 2 illustrates that circles tend to accu-
mulate at some “dense” parts while are sparse at other parts (see Figure 6). If γ1(CI) lie
in a dense part, typically the tail of the word of γ1 contains a string ρ1ρ3ρ1ρ3 · · · ; if γ1(CI)
lie in a sparse part, typically the tail of γ1 contains a string ρ1ρ2ρ1ρ2 · · · or ρ2ρ3ρ2ρ3 · · · .
The neighbor determination is different in these two cases. This suggests us to divide Γ0

according to the ending of the words.

First we choose an integer N1 that satisfies the following conditions:

(1) For any γ ∈ Γ0 with End(γ) = ρi, ||γρj || ≤ ||γρkw|| for any reduced word w with
l(w) ≥ N1 and Int(w) 6= ρk.

(2) For any γ ∈ Γ0 with End(γ) = ρi, ||γ(ρjρk)
n|| ≤ γ(ρkρj)

nw for any reduced word
w with l(w) ≥ N1 and Int(w) 6= ρj .

Let WN1 be the collection of w ∈ Γ0 with l(w) = N1 or N1 + 1. We drop out those
elements γ1 in Γ0 with l(γ1) ≤ N1, and those γ1 of the form γ1 = (ρiρk)

nw or ρk(ρiρk)
nw

and call such elements sporadic (there are only� log T such elements in BT so this doesn’t
affect the limiting gap distribution). Then we can divide the rest terms in Γ0 into disjoint
classes Cni,j,k, where again ρi, ρj , ρk are three different letters from {ρ1, ρ2, ρ3}:
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Figure 6. A dense part and a sparse part

Cni,j,k = {γ1 = γ(ρjρk)
nw|γ ∈ Γ, w ∈ WN1 ,End(γ) = ρi, Int(w) 6= ρk}.

Our goal is to determine γ2(1) for each γ1(1) in AT,∂D. Each point in γρi(1) ∈ Cni,j,k has

two sides. For convenience, we assign − to the side where γρi(ρjρk)
n−1ρjρi(1) lies in, and

+ to the other side. And we are going to give asymptotically equivalent conditions that
determine the neighbor from each side.

Write γ = S1S2 · · ·Sl(γ) in reduced form. Since Sl(γ) is from {ρ1, ρ2, ρ3}, it corresponds
to a minor arc m from {m1,m2,m3}. We then define mγ to be the arc S1S2 · · ·Sl(γ)−1(m).
We have the following simple observation:

Lemma 4.1. If γ(1) lies on one side of γβ(1) in AT , then the neighbor of γβ(1) on this

side is of the form γβ
′
(1).

Proof. Both γ(1) and γβ(1) lie in the arc αγ and ||γ|| < ||γβ||, so the neighbor of γβ(1) on

the side of γ(1) also lies in the arc αγ . Therefore, this neighbor is of the form γβ
′
(1). �

This lemma helps us to determine what the dominated neighbor of γ1 should be like.
Figure 2 illustrates that circles tend to accumulate at some parts, while at other parts the
circles are sparse (see Figure 6). This exactly corresponds to two typical cases. We only
analyze one example from each case.

If a tangency is of the form γ(ρ1ρ2)nw(1) with End(γ) = ρ3, w ∈ WN1 and Int(w) 6= ρ2,
which is a representative for the first case, then on the + side lies γ(ρ1ρ2)n(1). Since
||γ(ρ1ρ2)n|| < ||γ(ρ1ρ2)nw||, from Lemma 4.1, the neighbor γ2(1) on this side is of the

form γ(ρ1ρ2)nw
′
(1) with Int(w

′
) 6= ρ2. On the − direction lies γ(ρ1ρ2)n−1ρ1ρ3(1) and
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||γ(ρ1ρ2)n−1ρ1ρ3|| < ||γ(ρ1ρ2)nw||. So Lemma 4.1 tells us that the neighborhood on the

other side of γ(ρ1ρ2)n(1) is of the form γ(ρ1ρ2)n−1ρ1ρ3w
′
(1) with Int(w

′
) 6= ρ3.

A representative for the second case is that γ1 = γ(ρ2ρ3)nw with End(γ) = ρ1, w ∈ WN1

and Int(w) 6= ρ3. The neighbor on the − side lies either in mγ(ρ2ρ3)n or mγ(ρ2ρ3)n−1ρ2ρ1w
′ ,

so the neighbor on this side is of the form γ(ρ2ρ3)nw
′

or γ(ρ2ρ3)n−1ρ2ρ1w
′
. On the

+ side the neighbor must lie in either mγ(ρ2ρ3)nw′ or mγ(ρ3ρ2)nw′ , because mγ(ρ2ρ3)nw′

or mγ.(ρ3ρ2)nw′ are the closest arcs on this side to γ1(1) that contains orbit points, and

||γ(ρ2ρ3)n||, ||γ(ρ3ρ2)n|| ≤ ||γ1|| from Lemma 3.3 and Lemma 3.4. Thus this neighbor must

be of the form γ(ρ2ρ3)nw
′
(1) or γ(ρ3ρ2)nw

′
(1).

In fact, the above argument also show that in each case, if γ2(1) is a neighbor of γ1(1),
then we must have ||γ2|| �N1 ||γ1||, using Lemma 3.3 and Lemma 3.4. Since being neigh-
bors is a mutual relation, we also have ||γ2|| �N1 ||γ1||. Thus we have the following
theorem:

Theorem 4.2. If γ1(1) and γ2(1) are neighbors in AT ,∂D, then ||γ1|| � ||γ2||, and the
implied constant depends only on the group Γ.

Theorem 4.2, together with Lemma 3.3 and Lemma 3.4 also restricts the length of w
′

in
each case. We know there exists a positive constant N2 which only depends on N1, thus
only depends on the group γ, such that for any w

′
appearing in any of the above settings,

we have l(w
′
) ≤ N2.

For each γ1 ∈ Ωn
i,j,k · w with w ∈ WN1 and Int(w) 6= ρk (i.e. γ1 = γ(ρjρk)

nw with

End(γ1) = ρi), and each direction � ∈ {+,−} we order all possible choices for w
′

from
closest to furthest to γ1(1) in this direction: u�1 , u

�
2 , · · · , u�N�

w
. It should be noticed that

this order depends only on i, j, k and is independent of γ and n because Γ0 is generated
by ρ1, ρ2, ρ3, each of which is a diffeomorphism on ∂D and preserves order. For our later
notational convenience we let v = (ρjρk)

n · w and v�m = (ρjρk)
n · u�m.

5. Analyzing the gap distribution function

We let Ω̃n
i,j,k(w,�, l, s;T ) be the set of γ ∈ Γ such that End(γ) = ρi, γ(ρjρk)

nw(1),

γ(ρjρk)
nwl�(1) are two end points of a gap in AT,I with relative length ≤ s. Here w ∈ WN1

with Int(w) 6= ρk, and � ∈ {+,−}.
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The condition γ ∈ Ωn
i,j,k(w,�, l, s;T ) is equivalent to the following conditions:

γv(1) ∈ I (8)

End(γ) = ρi, (9)

||γv|| < T 2, (10)

||γv�m|| ≥ T 2| for 1 ≤ m < l, (11)

||γvl� || < T 2, (12)

d(γv, γv�l )

T 2
≤ s. (13)

The condition γv(1) ∈ I is asymptotically equivalent to the condition

φ2(γ) ∈ αi. (14)

The condition End(γ) = ρi is asymptotically equivalent to the condition

φ2(γ) ∈ αi. (15)

Recall the notation Cγ = γ(CI) = C(1− rγ , θγ). From (2) we have

||γv�m|| = et(γ)
1− rv�m

2rv�m
(1 + cos(π − φ2(γ) + θvm)) + e−t(γ)

1− rv�m
2rv�m

(1− cos(π − φ2(γ) + θv�m)) + 1

∼ et(γ)
1− rv�m

2rv�m
(1 + cos(π − φ2(γ) + θv�m)).

Therefore, conditions (10), (11), (12) are asymptotically equivalent to

et(γ) 1− rv
2rv

(1 + cos(π − φ2(γ) + θv)) < T 2, (16)

1− rv�m
2r

v�m

(1 + cos(π − φ2(γ) + θv�m) ≥ T 2, (17)

1− rv�l
2r

v�
l

(1 + cos(π − φ2(γ) + θv�l
) < T 2. (18)

It is a direct computation that

γv�m(1) = eφ1(γ)i ·
cosh t(γ)

2 eφ2(γ)iv�m(1) + sinh t(γ)
2

sinh t(γ)
2 eφ2(γ)iv�m(1) + cosh t(γ)

2

.

Therefore,

d(γv(1), γv�m(1)) ∼ 2e−t(γ)
∣∣∣ tan

(
π − φ2(γ) + θv

2

)
− tan

(
π − φ2(γ) + θv�m

2

)∣∣∣, (19)
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so the condition (13) is asymptotically equivalent to

et(γ)

2
∣∣∣ tan

(
π−φ2(γ)+θv

2

)
− tan

(
π−φ2(γ)+θ

v�m
2

) ∣∣∣ ≥
T 2

s
. (20)

We let Ωn
i,j,k(w,�, l, s;T ) be the collection of (t, θ) which satisfies (14), (15), (16), (17),

(18) and (20). It’s clear that Ωn
i,j,k(w,�, l, s;T ) = 2 log T + Ωn

i,j,k(w,�, l, s; 0).

Now we can analyze the gap distribution function FT,I(s) defined in (1).

Proof of Theorem 1.1. First we drop out those sporadic terms,

FT,I(s) =
1

2

∑
i,j,k

∗∑
w∈WN1

∑
�={i,j}

∑
l≤N�

w

∞∑
n=0

#Ω̃n
i,j,k(w,�, l, s;T )

coT 2δ
+O

(
log T

T 2δ

)
.

There’s a factor 1/2 because each gap is exactly counted twice. The symbol ∗ means that
the sum is restricted to those terms w with Int(w) 6= ρk. We also drop all the terms with
n > M in the innermost sum of the above, for some big number M . The contribution from
these terms to FT,I(s) is O(1/aM ) from Lemma 3.3. We have

FT,I(s) =
1

2

∑
i,j,k

∗∑
w∈WN1

∑
�={i,j}

∑
l≤N�

w

M∑
n=0

#Ω̃n
i,j,k(w,�, l, s;T )

coT 2δ
+O

(
log T

T 2δ

)
+O

(
1

aM

)
.

(21)

Now we have a finite sum. Replacing Ω̃ by Ω (since we are doing asymptotics) and applying
Corollary 2.2, we obtain

lim inf
T→∞

FT,I(s) ≤
1

2

∑
i,j,k

∗∑
w∈WN1

∑
�={i,j}

∑
l≤N�

w

M∑
n=0

S(Ωn
i,j,k(w,�, l, s; 1))

c0
− c1

aM

≤ 1

2

∑
i,j,k

∗∑
w∈WN1

∑
�={i,j}

∑
l≤N�

w

M∑
n=0

S(Ωn
i,j,k(w,�, l, s; 1))

c0
+

c2

aM
≤ lim sup

T→∞
FT,I(s), (22)

for some positive absolute constant c1, c2. Let M go to ∞, we obtain

lim
T→∞

FT,I(s) =
1

2

∑
i,j,k

∗∑
w∈WN1

∑
�={i,j}

∑
l≤N�

w

∞∑
n=0

S(Ωn
i,j,k(w,�, l, s; 1))

c0
. (23)

Thus the existence of the limiting distribution is proved.

We can define Ω̃n
i,j,k(w,�, l,∞;T ), Ωn

i,j,k(w,�, l,∞;T ) in the same way as Ω̃n
i,j,k(w,�, l, s;T ),

Ωn
i,j,k(w,�, l, s;T ) except removing conditions (13),(20). An identical argument as above
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shows that

1

2

∑
i,j,k

∗∑
w∈WN1

∑
�={i,j}

∑
l≤N�

w

∞∑
n=0

S(Ωn
i,j,k(w,�, l, s; 1))

c0
= 1. (24)

Since each S(Ωn
i,j,k(w,�, l, s; 1)) is continuous, and

lim
s→∞

S(Ωn
i,j,k(w,�, l, s; 1)) = S(Ωn

i,j,k(w,�, l,∞; 1)),

we obtain F (s) is continuous and

lim
s→∞

F (s) = 1.

To show that F is supported away from 0, we give a universal positive constant s0 such
that S(Ωn

i,j,k(w,�, l, s; 1)) = 0 when s < s0, for all i, j, k, n. From 20 it’s enough to give a
universal upper bound for

et(γ)

2
∣∣∣ tan

(
π−φ2(γ)+θv

2

)
− tan

(
π−φ2(γ)+θ

v�m
2

) ∣∣∣T 2

(25)

From (16),

(25) ≤ 2rv

(1− rv)(1 + cos(π − φ2(γ) + θv))
∣∣∣ tan

(
π−φ2(γ)+θv

2

)
− tan

(
π−φ2(γ)+θ

v�m
2

) ∣∣∣
� rv∣∣∣ tan

(
π−φ2(γ)+θv

2

)
− tan

(
π−φ2(γ)+θ

v�m
2

) ∣∣∣ , (26)

since cos(π − φ2(γ) + θv) stays uniformly away from −1 as End(γ) 6= Int(v).

We again only analyze two typical cases. If {j, k} = {1, 3}, then∣∣∣ tan

(
π − φ2(γ) + θv

2

)
−tan

(
π − φ2(γ) + θv�m

2

)∣∣∣� d(θv, θ(v
�
m))� ||(ρ1ρ2)n||−1d(θw, θu�m)

From Lemma 3.3

rv = ||(ρ1ρ2)nw||−1 � ||(ρ1ρ2)n||−1a−n.

Therefore, we have

(26)� 1,

since we have only finitely many possible choices for w and u�m.
If {j, k} 6= {1, 2}, there’s an extra situation when θv ∈ m1 and θv�m ∈ m2. In this situation∣∣∣ tan

(
π − φ2(γ) + θv

2

)
− tan

(
π − φ2(γ) + θv�m

2

)∣∣∣� 1,
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so we also have

(26)� 1.

Therefore, such s0 exists, so that F is supported away from 0. �

Appendix A. A random point process on the limit set

We prove the limiting behavior of a random point process on the limit set ΛΓ. The
argument is an adaption from the appendix of [5] where they prove the limiting nearest
spacing distribution of a random point process on Sn is Poisson.

Let d̃(x, y) be the counterclockwise distance from x to y on ∂D (so d̃(·, ·) is not sym-

metric, and d̃(x, y) = 2π − d̃(y, x) if x 6= y). Let Ir(·, ·) be the indicate function such
that Ir(x, y) = 1 if d(x, y) ≤ r and Ir(x, y) = 0 otherwise. Let P1, P2, ..., PN be N in-
dependent random variables distributed according to the Patterson Sullivan measure µ
on ∂D and d1, d2, · · · , dN be the length of the oriented gaps with starting starting points
P1, P2, · · · , PN , respectively. Note that these d1, d2, · · · , dN are not independent. We ex-

pect the d1, d2, · · · , dN are of the scale N−
1
δ , so we define the distribution of scaled gap

distribution in the following way:

νN (s) = ν(P1, · · · , PN )(s) :=
N∑
i=1

1

N
1
s=diN

1
δ

(27)

Let s ≥ 0, we examine the expectation

E (νN ([0, s])) = E

(
1

N

N∑
i=1

1{diN
1
δ ≤ s}

)
(28)

= E

(
1

N

N∑
i=1

1

{
min
j 6=i
{d̃(Pi, Pj)} ≤

s

N
1
δ

})
(29)

We define

Ak(P1, P2, · · · , PN ) :=
1

N

N∑
i=1

∑
ji,··· ,jk 6=i

j1,··· ,jk distinct

k∏
l=1

1{d̃(Pi, Pjl) ≤
s

N
1
δ

} (30)

and let Bn =
∑n

i=1(−1)i+1Ai. Using inclusion-exclusion, we have

E (νN ([0, s]) ≤ E(B2n+1) = E (A1 −A2 + · · ·+A2n+1) (31)

and

E (νN ([0, s]) ≥ E(B2n) = E (A1 −A2 + · · · −A2n) (32)
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For each k,

E(Ak) =E

 1

N

N∑
i=1

∑
ji,··· ,jk 6=i

j1,··· ,jk distinct

k∏
l=1

1{d(Pi, Pjl) ≤
s

N
1
δ

}


=

(N − 1)(N − 2) · · · (N − k)

k!

∫
∂D
µ

(
L

(
x,

s

N
1
δ

))k
dµ(x), (33)

where L(x, η) is the interval {y ∈ ∂D|d̃(x, y) ≤ η}.
Now according to Proposition 3 and the comment in Section 3 from [18], there exists a

positive constant η0 and two positive constants 0 < c < C such that if x ∈ ΛΓ and η < η0,

we have universal upper and lower bounds for the ratio p(x, η) = µ(L(x,η))
ηδ

:

c < p(x, η) < C (34)

This can not be improved (i.e, the limit of p(x, η) when η → 0 does not exist for most
points) according to Corollary 4.10 from [7].

We rewrite (33) as

E(Ak) =
(N − 1)(N − 2) · · · (N − k)sδk

Nkk!

∫
∂D

(
p
(
x, sN−

1
δ

))k
dµ(x) (35)

As N goes to infinity,

E(Ak)→
sδk

k!

∫
∂D

(
p
(
x, sN−

1
δ

))k
dµ(x) (36)

We can also give an upper bound for Var(Ak), the variance of Ak. Using Cauchy-Hölder
inequality,

Var(Ak) = E
(

(Ak − E(Ak))
2
)

≤ 1

N2k!

N∑
i=1

∑
ji,··· ,jk 6=i

j1,··· ,jk distinct

Var

(
k∏
l=1

1{d(Pi, Pjl) ≤
s

N
1
δ

}

)

≤ sδk

Nk!

∫
∂D

(
p
(
x, sN−

1
δ

))k
dµ(x)

(
1− sδk

Nk

∫
∂D

(
p
(
x, sN−

1
δ

))k
dµ(x)

)
≤ sδk

Nk!

∫
∂D

(
p
(
x, sN−

1
δ

))k
dµ(x) ≤ (sδC)k

Nk!
(37)

Therefore, for any N , we have
∞∑
k=1

Var(Ak) ≤
es
δC

N
(38)
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From (36), (31) and (32), we know that

E(νN ([0, s]))→ 1−
∫
∂D
e
−sδp

(
x,sN−

1
δ

)
dµ(x) := 1− ZN (s) (39)

We give an upper bound of Var(νN ([0, s])) in the following way:

Var(νN ([0, s])) =E
(
(νN ([0, s])− ZN (s))2

)
≤E

(
(B2n+1 − ZN (s))2

)
+ E

(
(B2n − ZN (s))2

)
�E

(
(B2n+1 − E (B2n+1))2

)
+ E

(
(B2n − E (B2n))2

)
+ (E (B2n+1)− ZN (s))2 + (E (B2n)− ZN (s))2

�eCs
δ

N
+
n2

N
+
eCs

δ(2n+1)

2n!
(40)

Set n = [logN ], the integral part of logN , then from (40), as N goes to infinity,
Var(νN ([0, s])) goes to 0. A direct application of Chebyshev’s inequality leads to the
following theorem:

Theorem A.1. As N goes to infinity, νN ([0, s]) converges to ZN (s) almost surely.

Unlike the case of manifolds, we do not know if the limiting distribution exists because
of the local turbulence of the Patterson-Sullivan measure (see (34)). But from Theorem
A.1, we know that if we scatter N random points independently on ΛΓ, when N large

almost surely most gaps are of the order 1

N
1
δ

, and νN ([s,∞]) ≤ e−csδ , so almost surely νN

has a tail of exponential decay.
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